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Abgtract: This paper examines the main methods and
principles of image formation, display of the sign language
recognition algorithm using computer vison to improve
communication between people with hearing and speech
impairments This algorithm allows to effectively recognize
gestures and display information in the form of labels. A
system that indudes the main modules for implementing this
algorithm has been designed. The modules include the
implementation of perception, trangormation and image
processing, the creation of a neural network using artificial
intelligence tools to train a model for predicting input gesture
labels Theaim of thiswork isto create a full-fledged program
for implementing a real-time gesture recognition algorithm
using computer vison and machinelear ning.

Index Terms. Computer Vision, Deep L earnig, Gaussian
Blur, GrayScale, | mage Classification, | mage Segmenation,
ML.NET, Thresholding.

[. INTRODUCTION

Today, in the age of digital communications and with
the trandence of technology, information is increasingly
becoming the main resource The more information a
peson has, the more likdy they are to succeed in a
paticular area of life One of the ways to transmit
information is through communication. For most people,
communication is not particularly difficult, but not for
people with limited properties such as hearing, vison, and
soeech loss. Every day they face certain problems — from
contacting and making phone calls with others to receiving
rdevant services in government agencies. It is extremdy
important that these people have the opportunity to
communicate with both other people and emergency
workers in order to receve timdy assistance These
difficulties will not allow these people to experience life to
the fullest and enjoy al the opportunities. Given dl the
scale of this problem, humanity is trying to hdp them
become full-fledged participants in human society, creating
certain systems and means to facilitate communication
between people. However, these inventions do not always
hdp and faciitate communication. They al contain certain
disadvanages and do not take into account all the features.

In paticular, there are not many systems that can
effectively trandate into sign language, and the exigting ones
do not meet dl the requirements and needs of people with
disabilities. These systems are used as dictionaries and are
mainly used for learning gestures and the most popular
phrases. For a person who does nat know or understand sign

language, it becomes difficult to work with these software
tools and they cannat aways get complete information and
meet the needs of others. The main reason for these
difficulties is the complexity and incomprehenghility of the
created programs and systems. When creating a Sgn langu-
age recognition system, methods and algorithms for proce-
ssing multi-segment images, formed as a result of splitting
the video dtream into frames, play a specid roe. In addition,
this system requires the involvement of artificid intdligence
tools, namely machinelearning and itsmain approaches[1].

[l. FORMULATION OF THE PROBLEMS

Currently, software development is aimed at incresing
the functionality of the application. Increasing the
functionality of the program requires new more powerful
dectronic computers, which in turn requires significant
materid resources to update them. Every day the amount of
information is growing exponentialy and andyzing and
converting this information requires high data transfer rates
and large amounts of memory to storeit.

One solution to this problem isto smplify and improve
methaods to reduce the amount of information without losing
its important features. A gesture recognition system requires
a large number of images to prepare the program and
significant computing resources to use them. All this affects
the efficiency and speed of the system. Therefore, one of the
sages of implementing this gesture recognition agorithm is
the use of the information preprocessing method. The
purpose of creating this sysem is to smplify the initid
information to speed up the gesture recognition process and
further improveit.

1. THE NEED TO USE GESTURE RECOGNITION

Today, information is sporeading so fagt tha humanity
does not have time to perceive and process this data. And
with the devdopment of Information Technologies, this
process is spreading even faster. People with hearing or
speech impairments do not always have the opportunity to
quickly and efficiently get the necessary information.
According to the World Health Organization, more than 400
million people worldwide have speech and hearing problems.
Every day the number of such people is growing more and
more. All of them cannat fully exercise ther right to a full
life. Mogt of these people recdve secondary education in
boarding schools Further into adulthood, it is very difficult
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for them to assmilate, because over the years, people with
hearing or goeech impairments are consdered inferior and
deprived of proper living conditions. In addition, the number
of people who know sign language is dso limited, and no
higher education inditution trains qualified sgn language
interpretersfor such alarge number of people

The essence of this development is to create a full-fle-
dged gesture recognition system that will help people with
hearing impairments adapt to norma living conditions and be
full-fledged ditizens. With this program, people can get pro-
per working conditions, training, hedth care and smple hu-
man communication. In addition, it allows the other 9de —
people who do nat know sign language-to understand and
perceve deaf-mute people a the prope levd. That is the
program dlows a person to fed fully in the family, society
and the state, to realize themsel ves as a person, as an
individua and asa person.

IV. SYSTEM COMPONENTS

A. IMAGE PRE-PROCESSING

Image preprocessing plays an extremdy important
rolein this gesture recognition system.

Image conversion hdps to reduce the amount of detal
in the photo, highlight useful information while discarding
unnecessary ones, and reduce the sze of saved images All
these features hd p to improve and speed up the operation of
the program itsdf, get grester sysem accuracy with less
resources spent.

At the image preprocessing stage, filtering is applied
using sats of filters, such as Eudidean, grayscae, Gaussan
Blur, and cthers[4]. The image filtering sequence is shown
inFig.l.

At thefirst stage of filtering, a EuclideanColorFilter is
used, which finds the nearest color using the Euclidean
disance

EuclideanColorFiltering(CenterColor, Radius);

A Eudidean distancefilter isarectangular filter where
the value of each block is its Euclidean distance from the
center of the filter. The center of the filter is set by the
CenterColor parameter, and the distanceis st by Radius.

Thefilter filters pixds whose color isinsde or outsde
the RGB sphere with the specified center and radius — it
stores pixels with colors insde/outside the specified
sphere, and fillsthe rest with the specified color.

In the second step, the color-filtered image is
converted to grayscale usng the GrayScale filter. A color
image is converted to grayscale when three primary colors
of the same intensity are mixed. Each color has its own
weight when mixing, and depending on this, the resulting
image will contain more information from the channd that
hasthe highest weight.

GrayScale(cR, cG, cB);

Thisfilter acceptsthree parameters:

e CcR-—red color coefficient;

e G —green color coefficient;

e cB-bhluecolor coefficient.

In this casg, the value of the coefficientsis 0.25 for red
and blue colorsand 0.5 for green and is calculated using the
formula:

GrayColor = (0.25-Red + 0.5-Green + 0.25-Blug) (1)
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Fig. 1. Filtering algorithm

This choice of coefficients is due to the fact that
modern digital images are mainly formed using a Bayer
filter [2]. Thisfilter isan aray of color filtersin the matrix
cdls that cover the LEDs. A specid feature of thisfilter is
that there are twice as many green dements as red or blue
ones. In other words, this filter array consists of 25 % red
dements, 25 % blue dements, and 50 % green d ements.

Thethird stage of filtering converts a grayscale image
to binary. In the binary image, there are only two colors —
black or white. Each color is defined through a specific
threshold value. In this system the IterativeThreshold
method is used to determine the threshold value.
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IterativeT hreshold works as follows:

1) sdect any threshold value,

2) caculaing the average vaues of the background
(uB) and object (LO):

o al pixds with values below the threshold value
belong to the background values,

o al pixelstha are larger or equd to the threshold
belong to the object's val ues;

3) calculating anew threshold value
(uUB + p0O)/2 2

4) If the difference between the old and new valuesis
less than the specified minimum alowable error, then the
process stops and a binary image with the new threshold is
created [6].

At their own request, the user can use the Gaussian
Blur filter. Thisfilter isintended to reduce noise on images
by blurring theimage.

The filter performs convolution filtering using the
kernd, which is calculated using the Kernd 2D (Int32) me-
thod, and then converted to an integer kernd by dividing al
dements by the d ement with the lowest value. A convolu-
tion filter that usesthe kernd is known as Gaussian Blur.

Gaussian Blur is atype of image blur filter that uses
the Gaussian function to calculate the transformation that is
applied to each pixd intheimage.

For two dimensions, this function is described by the
formula

X2+y2

e 2° ©)

Gy = 2nc?

o — dandard deviation — affects how much neighboring
pixds of the center Pixel affect theresult of calculations.

GaussanBlur(Sgma, KSze);

The GaussianBlur method acceptstwo parameters:

e Sigma — a double variable representing the
gandard deviation of the Gaussian kernel in the X direction;

o KSize — a 9ze object representing the size of the
kernd.

The image area is sdected to sdect the region of
interest (ROI) [8]. This operation is performed using the
Bitmap.Clone (X, Y, Width, Height), where:

o X —X-axiscoordinate

e Y —Y-axiscoordinate

e  Width —width of theregion of interet;

e Height —height of theregion of interest.

Fig. 2. Filtering algorithm (grayscale and binary images)

B. NEURAL NETWORK TRAINING

Computer vision is one of the areas of artificial
intelligence that teaches computers to interpret and
understand the visual world. This area focuses on recreating
parts of the complex human vision system, which alows
computers to identify and process objects in images in the
same way that humans do. In this work, computer vision
plays an extremdy important role, because it is used to
obtain images necessary for degp learning [9].

Neura network training takes place usng technology
ML.NET, which provides awide range of machinelearning
agorithms and their classification. To implement this task,
we sdected the ImageClassificationTrainer dgorithm, which
belongs to multiclass dassfication algorithms and performs
deep neural network (DNN) training based on an
existing pre-trained model, such as Resnet50, for
image classification purposes [12].

Fig. 3. BuildViodd

Thedepsfor creating and usng themodd (Fig.3):
o Credting adata s#t involvesa certain number of pre-
identified imagesthat will be used for the training process.
¢ Buildingamodd indudesthefollowing:
e Loading data
e Credtingapipdine
o Defining the main characteristics of training
(architecture, number of epochs, data columns for
training, ec.).
¢ Traning-launch apre-aregted pipdine
e Accuracy assessment-satting metrics for analyzing
results. At this stage, parameters such as micro-accuracy,
macro-accuracy, and logarithmic losses are checked.
e Themodd issaved to alow further use of thismodd
in other programs.
e Uploading is the use of a pre-created model to
classify imageswithout the need for additiona training.
¢ Predicting involves obtaining results when using the
modd and eva uating ther accuracy.



24 Vladyslav Kotyk, Oksana Lashko

V. FUNCTIONSAND FUNCTIONAL PRINCIPLES
OF THE SOFTWARE IMPLEMENTATION
SOFTWARE IMPLEMENTATION OF GESTURE
RECOGNITION AGLORITHM

The software implementation of this algorithm assumes
the presence of such architectural modules of the program:

e Imageinput module — designed to identify graphic
information input devices, gengate a video dream, and
creste an image basad on avideo frame.

e Image processng module converts the resulting
image to grayscale, and then to binary, applies a filtering
algorithm to reduce noise.

o Neura network training module performs neura
network training based on gestureimages and labelsthat are
located in the database.

e Gesture recognition module is responsible for
correctly loading the trained model and displaying results.

The program assumes the presence of a graphic
information input device for generating a video stream and
capturing aframe.

Preprocessing of information is performed using com-
puter vison methods, namely using image segmentation.

Fig. 4. Principles of work of the software implementation
of gesture recognition algorithmusing computer vison

The process of training amodd and creating a data set
takes place using another self-created program. This
program is not intended for usars, but is used only for
creating, training, evaluating, and saving amodd. Themain
program implements only the necessary interfaces and
classes to use the pre trained model. It has a graphica
interface and an extended menu for the user.

The software implementation contains two modes of
operation of the program: normal and advanced.

Fig. 5. Normal mode

24

The norma modeis shown in Fig. 5, and advanced in
Fig. 6.

Fig. 6. Advanced mode

The system is tested using Unit Testing [18]. For the
test data, about 2—3 images were taken for each gedture
Thetotal number is 24 images (Fig. 7).

Fig. 7. Unit testing

In generd, gesture recognition is more than 90%
correct. Of the 24 gestures, the system correctly recognized
22. Incorrect gesture recognition is to some extent due to
incoming images. Theleve of light, noise, and the presence
of other objects in the frame make adjustments to the
gesture recognition system and to the correctness of the
results obtained.

VI.COMPARATIVE ANALYS S OF EXISTING
GESTURE RECOGNITION PROGRAMS

The man disadvantage of a significant part of existing
sgn language recognition and trandation systems is the
inability to provide fast trandation of arbitrary gestures,
but only the sdection of available ones from the lis.
Among the available systems, you can name such as ASL
Trandator, Taking Hands, MotionSavvy, Mimix3D Sign
Language. Some of the systems listed above are paid and
require a monthly subscription to use the program. Other
programs contain limited functionality and require funds
to expand their own capabilities. But the main disadvantage
of these productsis the inability to understand people who
communicatein sgn language.

American Sgn Language Trandator is an online
service created using the LingoJam platform that allowsto
automatically trandate words and phrases in Latin into
Sign Language [19]. This service generates an image of
American Sign Language from the text. This trandator
converts text only to fingers (and numbers). Basicaly, it
trandates the regular alphabet into the American “hand
Alphabet” or “finger Alphabet”, which isthehand Alphabet.
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The advantages of this service are its interactive design,
free use, among the disadvantages — trandates only single
words, requires access to the Internet.

A3 Trandator —an app for trandaing letters, words,
and public expressions from Latin to sign language. It
runs on the Android operating system. It has the ability to
display the trandated text as a video. It recognizes more
than 3.000 words and about 1.000 common phrases,
translates English text into ASL characters, and generates
sentences in word order in English. It has the ability to
creste avideoin real time from the entered text or sentence.
Only up to 50 words can be entered smultaneoudy. The
app requires internet access and a paid subscription to
work.

UNI — one of the means of communication for the
Deaf, which alows both transmitting and receiving
information, is developed by MotionSavvy [20]. The
device is a tablet with a specid case for it and a gesture
recognition module, which is attached in the case. The
program has the ability not only to pick up hand gestures
and trandate them into speech, but also to recognize the
other person's speech and trandateit into gestures. Allows
you to add your own gestures to the dictionary and even
sharethem with cother users.

Fig. 8. Principles

Fig. 9. Principles

Fig. 10. Principles

VIl. CONCLUSIONS

The software implementation of the gesture
recognition algorithm has a great social impact. It can
help solve the problem of communi cation between people
with hearing or speech impairments and others. Countries
that implement this technology will be ableto exercisethe
right to a full life of the deaf and dumb to a certain extent.
Help them get qualified medica care, education, proper
working conditions, and become full-fledged participants
in socia and cultural life. Thanks to the use of image
converson agorithms and the correct choice of training
algorithm, it will be possible to reduce the cost of
computing resources, speed up the speed of program
execution and make it accessibleto awiderange of users.

Reducing the complexity of input data will alow to
perform training in a short period of time, increase the
amount of data and analyze it to get better results in
program execution.

In addition, this system does not require a significant
number of elements and devices to ensure its functioning.
Put-ting the algorithm into action will improve the socia
status of people with disabilities and make their lives a
little better.
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