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The task of providing the required dynamic performance of technical systems is one of
the main tasks of the automatic control theory. The synthesis of such systems is carried out
based on certain criteria that characterize control quality. Today the most common criterion
of the functioning of a dynamic system is an integral quadratic form, which includes not only
the coordinates of the object, and also the control influences. It should be noted that the
inclusion of the control component in the integrated quality criterion allows, in the case of its
minimization, to receive control influences of limited amplitude, which is especially important
during the design of the a control systems for electromechanical objects. Thus, one of the
moder n approachesto creating optimal linear stationary dynamic systems consist in:

— writing equations that describe such systemsin the state-space form;

— formation of systems optimality criteria in the form of an integral functional of the

guadratic forms of these variables and control influences;

— minimization of these functionals by constructing regulators as a set of feedback

based on state variables and synthesis of coefficients of these connections.
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The problem belongs to the class of variational problems and in general, it isreduced to
solving Riccati equations, differential or algebraic: differential for nonstationary systems,
when the matrix P, which isincluded in this equation, depends on time and the integral quality
criterion has limits of integration from t; to t,, or algebraic, when we have a stationary system,
it is clear that the matrix P does not depend on time and the limit of integration of the quality
criterion isfrom zerotoinfinity. It isfor many electromechanical systemsthat it is advisableto
minimize such a criterion at long intervals. Such systems include tracking systems, stabili-
zation systems, etc. Thus, the problem of synthesis of the optimal electromechanical system by
finding the control influences of such a system based on the principle of analytical design of
regulators, as the problem is called in Ukrainian literature, or as in Western literature —
"linear quadratic regulator” .

The article contains problem statement, the research relevance, purpose statement,
analysis of the latest research and publications, presentation of the main material, conclusions
and bibliography.

Keywords: control systems, linear—quadratic regulator, Riccati equations, state-space
representation, transients.i

Problem statement
Based on the above-mentioned principles, to synthesise a set of feedbacks of a specific open
electromechanical system, to build transients of the coordinates of the object and to compare the resultsin
terms of overshoot and performance.

Topicality of the resear ch
The relevance of the study is due to the accepted currently requirements for the formation of
transients in dynamic systems, in particular in systems described by state variable models.

Aim and objectives
The purpose of this article is to synthesize the optimal electromechanical system by finding the
control signal of such system based on the principles of the linear quadratic regulator problem.

Analysis of recent resear ch and publications
General questions of the synthesis of optimal linear stationary dynamical systems based on the
solutions of the Riccati equations are given in [1-5]. In [6, 7] the issues of synthesis of optimal linear
systems with quadratic quality criteria based on the principles of Bellman Dynamic Programming are
considered, using Riccati matrix equations again. As we can see, this is a powerful apparatus for the
synthesis of optimal dynamical systems, despite the fact that [8, 9] indicates some difficulties in solving
nonlinear Riccati egquations, especially for high-order systems.

Presentation of the main results of the resear ch.
Suppose we have an open loop electromechanical system for a DC motor speed control [5], the
block diagram of which is shownin Fig. 1.
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Fig. 1. Block diagram of the studied € ectromechanical system
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The signal graph of this system is shownin Fig. 2.

Fig. 2. The Sgnal graph of the studied el ectromechanical system

Here the state variables are x; = w,, — angular motor speed; x, = ir —field current; x; — interme-
diate coordinate.

Based on the above structure of the controller, we can find the relationship between the state
variables x; and x,, to form amodel in the state variables.

This relationship is calculated by subtracting from the linear dependency between the variables r and
U the path indicated by the branch with a transmission factor of 5 [10]. Therefore,

545571 —20s71 -20 5(s +1)
——5= — or +5=———
1+5s71 1+ 5s71 s+5 s+5
and the relationship between x5 and x, is represented by a branch weighing -20 Then the graph of a closed

looped system will ook like Fig. 3, where the existing regulator is represented by a parallel connection of a
branch with the factor “5” and a branch with the factor %

Fig. 3. Graph of a closed loop system

Let's form a closed loop system as a state variables model system. Then the vector-matrix equation
of such system will be written as follows:

X = AX + BU
-3 6 0 0
wheeA=|(0 -2 -20[; B=|5].
0 0 -5 1

Now, selecting the optimization criterion in the form
J=J (X" Q- X+ a-U?)dt - min.

where there is a component o - U% , and not UT - R, - U, because the system with one input and one outpui,
and a = 0.5, which means that the components of the criterion are equivalent, and Q — identity matrix,
let’ swrite the control signal as
U=-K-X,
where K —feedback matrix.
In [6] it was proved that for a linear stationary system under the quadratic optimization criterion the
control signal has the form

U=-a!-BT-P-X,
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where P —a matrix that is found by solving the algebraic Riccati equation
AT-P+ P-A—a'-P-B-BT-P=-Q,
and the feedback factor matrix is written as
K=a!-BT-P

To calculate the time processes of the state variables of such a closed e ectromechanical system, itis
first necessary to synthesize a matrix of feedback coefficients.

Therefore, taking into account the matrices A and B and assuming that Q — is the identity matrix, we
write the Riccati equation in the following form

-3 0 0| |P11 Piz Pis Piy P P3| |[-3 6 0

6 —2 0|-(P21 Pap P3|+ (P21 Poy Po3|:|0 -2 -20|-

0 —-20 -5l IP3y Pz, P33 P31 Pz P33 0 0 -5
Pyy Pz Pi3| |0 Piy P Pi3 1 0 0

—(X_I'P21 Py, P23'5'|0 5 1|'P21 Py, Pl=—10 1 0f
P3y P3 Pa3l 11 P3; P3; Ps3 0 0 1

Multiplying the matrices and solving the resulting system of equations in symbolic form using the
automatic package “Mathematika’, we get seven options for solutions not only real but also complex-
conjugate. Based on the compliance with the Sylvester criterion [11] and the system stability conditions,
we have chosen a solution when Py = 0.1389; P;,=P,;=0.0899; P,,=0.2978; P13=P3;= -0,1618; P3,=Pj3=
=-0.8228; P53 = 3.2378, in which the matrix P is positive-definite.

Given the expression for the matrix BT, we find the feedback matrix as:

P11 Pz Pg3
K=—a10 5 1|T-|Py1 Pz Py3|=—-a"1:|5Py; +P3; 5Py, +P3; 5Py3+ Pss
P31 P3; Ps3

and, accordingly, the expressions for the feedback coefficients for the state variables will be as follows:
Ky = —=2(5P,1 + P31); K, = —2(5P,; + P33); K3 = —2(5P,3 + P33).
Therefore, the control signal will be written as:
U = —2[(5P;; + P31)x; + (5P;; + P33)x; + (5P;3 + P33)x3].
And, taking into account the chosen solutions for Pjj, we get
U=—0576 x;- 1.332x, + 1.754x5.

Now thereis a question of construction of transients in such electromechanical system whereit is
necessary to use a set of feedbacks based on state variables x; and x, and x; and the synthesized values of
these gains factors.

To do this, in the Simulink environment of the MATLAB package we will create models for calculating
the time processes of the state variables in the form of Fig. 4a, 4b.

Fig. 4a. The systemis closed by three feedbacks
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Fig. 4b. The systemis closed by a sngle feedback

The transients of state variables with the feedback coefficients K; and K, and K3 synthesized by
solving the Riccati equation are presented in Fig. 5.

X1(t)

Xo(t)

Xa(t)

Fig. 5. Oscillograms of trang ents of state variables x,(t), X(t) and x5(t)
of the closed loop system with three feedbacks (K;, K, and Ky)

Analysis of these processes shows that in a steady state the state variables have the following values:
X1est = 0.53; X305t = 0.265; X3¢t = 0.1
The magnitude of overshoot of the state variables are
ox; =0.020r3.7%; ox, = 010or188%; ox3 = 0.
and, accordingly, the performance of the processes will be as follows
t; = 0.55s; t3 = 0.55s; t3 = 0.25s.

If the feedbacks are formed only by two state variables xy(t) and x(t), namely assuming that the
feedback factor by the coordinate xs(t) is zero, then we have the following picture Fig. 6.
As aresult of the analysis of these processes we will receive:

X1est — 055, X3est — 0225, X3est — 01,
ox; =0.040r7.2%; ox, = 0.1lor18%; ox3 = O;
t; = 1.5s; t3 = 1s; t3 = 1.55s.

Fig. 7 shows the processes of change of variables x,(t), x»(t) and xs(t) for the case of a closed loop
system with traditional single feedback by output coordinate x,(t).
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X1(t)

Xo(t)

X3(t)

Fig. 6. Oscillograms of trang ents of state variables x;(t), X(t) and xs(t)
of the closed loop system with two feedbacks (K= 0)

x1(t)

x2(t)

X3(t)

Fig. 7. Oscillograms of trans ents of state variables x;(t), X(t) and xs(t)
of the closed loop system with single feedback (K;= 1)

Theindicators that interest us for the processes of Fig. 7 are asfollows:
Xiest = 0.5 X3e5t = 0.25; X3et = 0.1;
ox; = 0.1 0or 20 %; ox, = 0.23 or 46 %; ox3 = 0.02 or 4%;
t; = 2s; tz3 = 1s; t3 = 0.5s.

Finally, Fig. 8 shows the processes of state variables x; (t) and x; (t) and X; (t) for the case of an open
loop system.

Accordingly, the static and dynamic indicators for this case are as follows:

Xiest = 1 Xzest = 0.5, Xzest = 0.2.
ox, =0.020r20%; ox, =020r20%; ox3=0%;
t; = 2.5s; t3 = 1.55s; t3 = 0.5s.

Analyzing the data of these figures, we conclude that in the case when there is no feedback on the
variable xs(t), namely K; =0, we have an increase in overshoot ox; = 7.2 % for Fig.6 against ox; =
= 3.7 % for Fig. 5 and a significant reduction in the performance of the processes of al state variables
with a glight difference in their established values.
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X1(t)

X2(t)

x3(t)

Fig. 8. Oscillograms of trans ents of state variables x;(t), X(t) and xs(t) of the open loop system

Asfor the comparison of processes on Fig. 5 and processes in the open loop system on Fig.8, thereis
aclear decrease in the established values of gtate variablesin Fig. 5, but we have a significant improvement of
the dynamic indicators of the processes in thisfigure, including overshoot and performance.

In the case of only one feedback on the state variable x,(t) with the traditional value K;=1, we have
the processes of Fig. 7, where established values of state variables are almost identical to the processes of
Fig. 5, but significantly worsened dynamic indicators such as overshoot and performance. Thus, the
synthesized dynamical system with state variables feedback coefficients K, K, and K; proved to be the best
in terms of process dynamics. It is clear that the required established value of the output variable can
aways be adjusted by selecting the right value of task signal.

Conclusions
As our research has shown, modern software allows us to analytically find solutions of the Riccati
equation and check them for compliance with the Sylvester criterion, and thus provide the ability to
effectively use the principle of linear-quadratic regulator for the synthesis of dynamic systems, in
particular, the synthesis of optimal electromechanical systems with the set indicators of dynamics such as
performance of processes and their overshoot.
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ONTUMIBALIS EJIEKTPOMEXAHIYHOI CAICTEMM
HIJISIXOM ®OPMYBAHHS MATPULI 3BOPOTHUX 3B’ SA3KIB 3A 3SMIHHUMMU CTAHY

© Jlosuncwkuii A. O., Jemxie JI. 1., Jlozuncoxuti O. FO., Bineyvkuii FO. O., 2020

3anavya 3a0e3neveHHs] NOTPIOHMX IMHAMIYHMX MOKA3HUKIB TEXHIYHUX CHCTEM € OIHI€I0 3 OCHOBHHMX
3aJa4 Teopii aBTOMATHYHOr0 KepyBaHHA. CHHTe3 TAKHX CHCTeM 3[iliCHIOETbCA HA OCHOBI TMX 4YM iHIIMX
KpHUTepiiB, AKi XapakTepu3yloTbcsl sIKicTh KepyBaHHsl. Ha choromHilmmHiii JeHb HaiOLIbII NMOIIMPEHHUM
KpuTepieM GpyHKIIOHYBAHHS JUHAMIYHOI CCTEMH € iHTerpabHUIl KpUTepii Bix kBaapaTH4HOi (hopmu, AKa
BKJIIOYAE HE TIILKH KOOPAMHATH 00 €KTa, a i Kepyoui BmiumBH. TyT cilif 3ayBakKuTH, 10 BHECEHHS
KepYI04oi CKJIAJ0BOI B iHTerpajbHMil KpuTepili sKocTi gae 3mMory B pasi ioro MiHiMizamii orpumarn
Kepylo4i BIUTMBH 00MeKeHOI aMILIITyM, IO 0COOINBO BAaXINBO MiT4ac MPOEKTYBAHHS peaJlbHUX CHCTEM
KepyBaHHS eJIEKTPOMeXaHiYHUMH 00 €kTamMu. TakuM YMHOM OMH 3 CYYACHHX HiIXOMiB /10 CTBOPEHHS
ONTUMATBHUX JiHITHIX CTALIOHAPHUX JTMHAMIYHUX CHCTEM IIOJISITAE B!

— 3anuci piBHAHB, AKi ONMCYIOTH TAKi CHCTEMH B MOJeJISIX 3MiHHUX CTaHY;

— «¢opMyBaHHI KpHUTepiiB ONTUMATBHOCTI CHCTEM y BHIVIAAL iHTerpajabHoro ¢pyHknioHaay Bin

KBaJPaTHYHUX ()OPM IMX 3MiHHHX i KepylOUHX BIUIUBIB,;

— MiHimi3anii nux GyHKIiOHATIB IIJIIXOM KOHCTPYIOBAaHHA PeryJsiTopiB ik HA00opy 3BOPOTHUX

3B’ A3KiB 32 3MiHHMMU cTaHy i cMHTe3i KoedilieHTIB KX 3B’ A3KiIB;

ITocTaBjieHa 3a1a4a HAJIESKUTD 10 KJIacy BapialiiiHux 3a1a4 i B 3arajibHOMY BU/Ii BOHA 3BOJAMTHCS /10
Po3B’si3Ky piBHsAHL Pikkati, mudepeHIiaJbHOro Y ajredpaidnoro. nud)epeHmiaILHOTO ISl HecTalioHap-
HUX CHCTeM, KOJIM MaTpuisi P, sika BXoIuTh B 1€ PiBHSIHHSA, 3AJIEKUTDH Bifl Yacy i iHTerpansumii Kpurtepiii
SIKOCTi Ma€ rpaHuui iHTerpyBaHHsl Bin t; 1o tp, abdo anredpaiyHOro, KoM MaeMo CTAliOHAPHY cCHCTeMY,
3po3yMijio, 1o MaTpuus P He 3ajeKuTh Bif 4acy i rpanuni iHTerpyBanHsi KpuTepisi AIKOCTI € B HyJIs 10
HecKkiHyeHHOcTi. Came 1 0araTbox eJeKTPOMeXaHiYHUX CHCTEM BBAXKAE€THCA NOLIIBHMM MiHiMi3yBaTh
TaKMii KpUTepiii Ha TPUBAIMX iHTepBaJiax yacy. /[0 TaKHX cMCTeM MOKHA 3apaxyBaTH CJIiIKYIO4i CHCTeMH,
cucteMu cradimizanii, Tomo. OT:ke, BUHMKAE 3a]a4ya CHHTE3Y ONTUMAJIBLHOI eJIeKTPOMEXaHiYHOI cucTeMH
IUIAXOM 3HAXOMKEHHS KepyH4YMX BIUIMBIB TakKoi CHCTeMH BHXOASYM 3 NPHHIMIIB AHATITHYHOIO
KOHCTPYIOBAHHSI PeryJISITOPiB, K HA3MBA€ThLCS HABEAEGHA 3aJaya B YKpAiHCBKill JitepaTypi, ado Ak y
3axiaHiii JiTeparypi — “3ana4i npo JiHiliHmii KBagpaTHIHUIi peryJsTop” .

CTaTT MiCTUTB. NOCTAHOBKY MHpPO0/IeMH, aKTYaJbHICTh NOCJiIKeHHS], MeTy po00OTH, aHaJI3
OCTAHHIX J0ciIkeHb i myOaikaniii, BUK/IaJ OCHOBHOI'O MaTepiaady, BACHOBKH i CIIMCOK JiTepaTypH.

Kniouogi cnosa. cucmemu kepysanusa, ananimuyne KOHCMPYIOBAHHA pe2yaamopie, pieuanna Pikkami,
DIBHHAHA 6 3MIHHUX CMAHY, NEPeXiOHI npoyecu.
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