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Abstract—In this paper, a new approach for increasing the 
approximation accuracy with the use of computational 
intelligence tools is described. It is based on the compatible use 
of the neural-like structure of the Successive Geometric 
Transformations Model and the inputs polynomial extension. 
To implement such an extension, second degree Wiener 
polynomial is used. This combination improves the method 
accuracy for solving various tasks, such as classification and 
regression, including short-term and long-term prediction, 
dynamic pricing, as well as image recognition and image 
scaling, e-commerce. Due to the use of SGTM neural-like 
structure, the high speed of the system is maintained in both 
training and using modes. The simulation of the described 
approach is carried out on real data, the time results of the 
neural-like structure work and the accuracy results (MAPE, 
RMSE, R) are given. A comparison of the operation of the 
method with existing ones, such as Support vector regression, 
Classic linear SGTM neural-like structure, Linear regression 
(using Stochastic Gradient Descent), Random Forest, 
Multilayer Perceptron, AdaBoost are made. The advantages of 
the developed approach, in particular with regard to the 
highest accuracy among existing ones were experimentally 
established. 

Keywords—approximation, Wiener polynomial, neural-like 
structures, Successive Geometric Transformation Model, input's 
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I. INTRODUCTION

To solve a number of data processing tasks, such as time 
series predicting [1, 2]; computer network traffic modeling 
[3]; development of the prevention subsystems for the smart 
home system [4]; development of information technology for 
environmental monitoring [5]; medical diagnostics [6]; 
image processing [7, 8, 9]; dynamic pricing; there is a critical 
need for an accurate and fast solution of the approximation 
task. 

One of the promising classes of methods for solving this 
problem are methods based on machine learning. An 
effective solution to the problem of data approximation, in 
particular on the basis of the use of ANN, is based on their 
ability to approximate nonlinear functions. ANN as a 
universal approximator is capable of reproducing 
dependencies of any complexity [2].  

Existing methods based on machine learning provide 
rather good results [10]. However, the use of this tools for 
solving the problem is characterized by the fact that its 
effectiveness largely depends on the computational 
capabilities of a particular type of ANN, which to some 
extent follows from their architecture [11]. In addition, the 
classic neural network tools, with iterative learning 
algorithms, is quite slow for solving such tasks. This imposes 
a number of limitations, mostly on time for ANN class that 
can be applied while working online. Another disadvantage 
of a number of methods is the dimension of a training set that 
will provide sufficient approximation quality. In some cases, 
it is not enough. 

All this leads to the improvement of existing and the 
development of new methods for increasing the accuracy of 
approximation in the tasks of information processing, in 
particular, using efficient algorithms of machine learning. 

In this work, we propose a new hybrid neural-like 
structure of the Successive Geometric Transformations 
Model (SGTM NLS) for solving this task. The feature of the 
proposed approach is the use of Wiener polynomial for the 
functional extension of its inputs. This ensures high accuracy 
of approximation with little time spent on training. 

II. LINEAR NEURAL-LIKE STRUCTURE OF SUCCESSIVE
GEOMETRIC TRANSFORMATIONS MODEL 

The basis for modeling using the SGTM NLS is the basic 
principle of representing hypersurfaces of response in 
orthogonal coordinate systems (both straight-line and 
curvilinear) that coincide with the major dimensions of 
hypersurfaces.  

The peculiarity of the linear-type SGTM neural-like 
structure is that the hypersurfaces of the response are 
hyperplanes [12]. In this case, the additional dimension of 
the model is completely determined by the noise components 
and round-off errors. 

The training and using procedures of this computational 
intelligence tool are the same types [12]. Detailed training 
can be seen in [13]. The result of the application of the linear 
SGTM is that the basic measurements of the hyperplanes 
coincide with the results obtained using known PCA 
methods. However, a number of advantages characterize the 
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method based on SGTM, in particular, it is fast due to non-
iterative, without errors accumulation and noticeable 
dimensionality limitations. It is no need to perform iterative 
adaptation or to solve the systems of normal equations [14]. 

In usage mode of the trained model, there is a 
fundamental possibility of analyzing the coordinates 
(components of the model) for the predictability and 
extraction of noise components. The topology of the SGTM 
NLS is shown on Fig. 1. 

Input layer Hidden layer Output layer

... ...

Fig. 1. The topology of the SGTM linear neural-like structure 

The peculiarity of the SGTM neural-like structure is that 
their both variants (as software [12] as hardware [14]) 
effective implementation it is possible in particularly using 
parallel and distributed computing [15, 16]. 

III. WIENER POLYNOMIAL

One of the most effective methods for solving 
approximation tasks is based on the application of the 
Wiener polynomial [17]. According to the Weierstrass first 
theorem, this polynomial provides a simulation of continuous 
dependencies with arbitrarily high accuracy. Wiener's 
polynomial can be written as follows: 
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where n is number of variables and k is the degree of the 
Wiener polynomial. 

A rather complicated problem, in this case, is the 
determination of the polynomial's coefficients using the 
various variants of the linear regression methods. It is 
because of the high computational complexity and the fact 
that this task belongs to the class of almost degenerate tasks. 

The difference of this work is that we determine the 
polynomial's coefficients not using the least squares method, 

but using the hybrid variant of the SGTM NLS in supervised 
mode. 

IV. HYBRID NEURAL-LIKE STRUCTURE OF SUCCESSIVE
GEOMETRIC TRANSFORMATION MODEL 

The aim of the SGTM NLS hybridization is to provide 
accelerated formation of the inputs weights of neural-like 
structure, which will be the Wiener polynomial's coefficients 
and their application for solving various tasks. 

The structure of the hybrid version of SGTM NLS 
contains two blocks (Fig. 2). The first one (Generator of the 
Wiener polynomial inputs) is intended to form the Wiener 
polynomial's members. This occurs according to (1) for a 
given the number of input variables (n) and the polynomial’s 
degree (k).  

Wiener polynomial's members , , , .... ,i i j i j lx x x x x x
.... , ....i j l zx x x x  are formed sequentially for 

1, , ,i n j i n= = , j, , ... , 1,l n z k n= = − and 
1, 2, 3,k = … . 

The next block of hybrid structure is a linear version of 
SGTM (Fig. 1). At its inputs, we serve the members of the 
Wiener polynomial, formed of the primary inputs (the values 
of the independent variables of a specific task) and the given 
polynomial degree. 

Generator of 
the Wiener 
polynomial 

inputs

Linear SGTM 
neural-like 
structure...

...

Fig. 2. Scheme of the hybrid SGTM neural-like structure 

Such inputs polynomial extension of the linear version of 
SGTM NLS, allows increasing the accuracy of training and 
prediction procedures. In addition, this approach provides an 
opportunity to present a result in a compact form of the 
Wiener polynomial. This is possible given the repetition of 
the solution provided by the chosen learning tool. To do this, 
it is necessary to make a decomposition of the linear SGTM 
NLS [12] and synthesize the Wiener polynomial coefficients 
using the algorithm described in [13]. 

The next step in the procedure is to train SGTM NLS 
according to a known algorithm [12, 13], in which the 
neural-like structure implicitly forms the Wiener polynomial 
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coefficients. They will be used to solve various regression 
problems. 

V. MODELLING

The method's simulation was carried out to solve the 
regression task. The task was to simulate (predict) the solar 
radiation of Libya. Data for the task was collected in 25 
cities of Libya (Fig. 3) in the period 2010-2015 [18]. The 
training sample has 1900 vectors, each of which contains the 
seven inputs and one output attributes (Table I).  

TABLE I. TRAINING DATA’S ATTRIBUTES 

Variable Attributes

1x Month 

2x Elevation 

3x Mean Temperature 

4x Relative Humidity 

5x Mean sunshine duration/h 

6x Longitude 

7x Latitude 
y Daily solar radiation 

The entire sample was randomly divided into proportions 
of 80% and 20% [19] for the implementation of training and 
testing procedures respectively. 

Basics parameters of the hybrid SGTM neural-like 
structure are m  inputs, m neurons in the hidden layer, 1 
output, where: 

( 1)
2

n nm n += +  . (2) 

The Wiener polynomial degree that used for experiments 
was 2k = . 

The quality assessment results of the developed hybrid 
structure were obtained using such indicators [20, 21]: 

• tool absolute percentage error (MAPE) [22];
'

1
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m
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Fig. 3. Map of the Libya’s cities. 

• root tool squared error (RMSE) [23]:

( )2'
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i
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m
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−
=


 , (4) 

where iy  is a real daily solar radiation value and '
iy  is the 

predicted value, 1,i m= . 

• linear correlation coefficient (R) [24]:
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The software solution for implementing the described 
approach was developed using Python. The NumPy library, 
which contains linear algebra operations and provides high-
performance, was used for work with data arrays. 

The results of the quality assessment of the described 
approach based on (3), (4), (5) are given in Table II. Results 
visualization of the described approach is shown in Fig. 6(g). 

VI. COMPARISON OF THE SIMULATED RESULTS

Comparison of the results of the developed approach 
occurred with known methods. Their parameters that were 
used for simulation are given in Table III. 

TABLE II. MODELLING RESULTS 

N Indicator Result
1 MAPE, % 4,217
2 RMSE 0,298
3 R 0,98
4 Training time, seconds 0,1349350 

Implementations of all compared methods were taken 
from the scikit-learn machine learning library in Python. 

TABLE III. EXISTING METHODS 

N Method Parameters

1 Support vector 
regression 

kernel='rbf', gamma='auto', coef0=0.0, 
epsilon=0.001, max_iter=200 

2 
Clasic linear SGTM 
neural-like structure 

n  inputs (primary data from Table 
1), n  neurons in the hidden layer, 1 

output 

3 
Linier Regression (with 

Stochastic Gradient 
Descent) 

loss = 'squared_loss', alpha=0.0001 

4 RandomForest max_depth=5, random_state=0 

5 Multilayer Perceptron 

hidden_layer_sizes=(100, 40, 20), 
activation='relu', solver='adam', 
alpha=0.0001, batch_size='auto', 

max_iter=200 
6 AdaBoost max_depth=4, n_estimators=300

In Fig. 4, the results of comparison with other methods in 
training and testing modes are shown. As can be seen from 
Fig. 4, the best results for both modes are obtained using the 
developed method (based on MAPE). The same results are 
confirmed by other indicators. 

Fig. 4. Accuracy comparison of different methods through MAPE: a) training errors: b) test errors. 

The quality evaluation of the result obtained while 
comparing with other methods was based beside (3) and (4) 
on the comparison of the training procedure duration [22].  

In Fig. 5, the duration of the training procedure of the all 
methods in seconds are shows. As can be seen from Fig. 5, 
the smallest training time shown the common SGTM NLS.  

Fig. 5. Time comparison of different methods training procedures. 

The proposed hybrid structure for providing the best 
result according to MAPE is 6 times slower than the classical 

SGTM neural-like structure (without polynomial inputs 
extension), but 7 times faster than the MPL. 

The results of various methods in the form of the scatter 
plots [25] are visualized in Fig. 6. On the x-axis, the daily 
solar radiation is shown, and the results of the corresponding 
regression method are presented on the y-axis. In Fig. 6(g), it 
is also confirmed that the most accurate results of solar 
energy prediction are obtained by the developed method, 
based on the Hybrid SGTM NLS. 

VII. CONCLUSION

In this paper, a developed approach to increase the 
approximation accuracy based on the use of computational 
intelligence tools is described. The Wiener polynomial usage 
for inputs extension of the neural-like structure greatly 
increases the accuracy of such tool. The non-iterative 
training procedure that is provided by the chosen 
computational intelligence tool maintains a high-
performance training process. The compatible usage of these 
two approaches to solve a number of the task allows us to 
combine the above-mentioned advantages. 
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Fig. 6.  Visual comparison of the various regression methods: a) Linear regression; b) Support Vector Regression; c) SGTM neural-like structure; d) 
Multilayer perceptron; e) AdaBoost; f) Random Forest; g) Hybrid SGTM neural-like structure. 

The simulation of the proposed approach on real data 
shows the high accuracy of its work based on various 
indicators (MAPE, RMSE, R, Training time). Comparison of 
the results with modern methods (Support vector regression, 
Classic linear SGTM neural-like structure, Linear regression 
(with Stochastic Gradient Descent), Random Forest, 
Multilayer Perceptron, AdaBoost) shows its advantages, 
including the highest accuracy amongst all. At the same time, 
the time resources for implementing the training procedure in 
comparison with the classical methods are rather low. 

The approach proposed in this paper can be used to solve 
a number of tasks that are critical to the time of performance 
(including training procedures) and performance indicators. 
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