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Abstract – A robust approach to estimation the intensity of 
a noisy signal with additive uncorrelated impulse interference 
is proposed. An occurrence of the additive uncorrelated 
impulse interference leads to increasing of the observed signal 
dispersion within some sections with impulse interference. 
Robustness of the intensity estimation is achieved by 
decreasing the influence of sections with impulse interference. 
A number of nonlinear filtering methods basing on lower 
envelope detection are developed: two-parameter recursive 
filter, dilation filter, clipping derivative filter and filters based 
on order statistics. Proposed approach was approbated by a 
numerical simulation. Numerical simulation is validated the 
efficiency of the proposed approach for estimation the intensity 
of a noisy signal with additive uncorrelated impulse 
interference at dynamic data mining and data stream mining. 
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I. INTRODUCTION

Estimation of quasistationary noisy signal intensity with 
additive noise is the important problem in dynamic data 
mining and data stream mining. 

If a noisy signal is represented as a set of random 
variables then a problem of estimation of noisy signal 
parameters is reduced to a problem of estimation of these 
random variables parameters [1-15]. 

A basis for estimation of random variables parameters is 
probability density function. Mainly, at regular random 
signal analysis, one is estimated a mean value (amplitude 
characteristic) and dispersion (energy characteristic). 

At analysis of one-dimensional random variables that 
conforms to a first two moments: mean value and dispersion 
(location and scale). First two moments are fully characterize 
a normal distribution. In classical statistics for their 
estimation are used the arithmetic mean and standard 
deviation. 

The arithmetic mean and standard deviation are very 
responsive to outliers and, therefore, are unreliable 
estimations in this case [1, 6]. The most responsive to outliers 

is standard deviation. As classical example is the Tukey 
method, which illustrates the influence of outliers on 
robustness of standard deviation estimation [2]. It is shown, 
only two “bad” measurements out of thousand can 
substantially worse the estimation of standard deviation 
versus mean absolute deviation [1, 2, 8]. Mean absolute 
deviation is a robust parameter for estimation of random 
variable scale [1]. At the same time, the impulse interference 
is affecting on it also, as on the arithmetic mean. 

In presence of outliers, the median is the most insensitive 
value of location estimation versus mean value [8, 15]. It 
should be noticed that Kolmogorov paper is one of the first 
describing the application of median for estimation of 
random variable location [18]. 

For estimation a random variables location at outliers 
occurrence on the base of order statistics, α - trimmed values 
and α - Winsorized are used [13]. 

α - trimmed value is obtained, when in variational series 
α percent of series length are rejected from the beginning and 
from the end; the arithmetic mean of rested series, in this 
case, acts as location parameter. 

α - Winsorized value is obtained, when in variational 
series, α percent of series length from the beginning of series 
are substituted by the least value of rested series, and α 
percent (also) - from the end of series by the largest value. 
The arithmetic mean of Winsorized series, in this case, acts 
as location parameter. 

Using methods of ordinal statistics to time series filtering 
is performing with “window” filtering. In other words, the 
interval (“window”) is chosen for data filtering and this 
interval is moving sequentially, sample by sample. 

On the other hand, a problem of estimation the intensity 
of a noisy signal with additive noise is reduced to signal 
filtering in frequency and time domain [15, 22]. 

However, modern methods don’t provide a good 
estimation of location and scale with impulse interference. 
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II. FILTERING METHODS ON THE BASIS OF LOWER ENVELOPE
DETECTION 

A. Statement of problem
A problem of estimation the intensity of a noisy signal is

reduced to estimation the dispersion of random signal with 
interference. 

Dispersion of random signal with additive uncorrelated 
noise has two components: a desired dispersion of random 
signal and noise dispersion. Impulse interference leads to 
increasing a dispersion of the registered signal on 
interferenced interval. Estimation of random signal 
dispersion is reduced to estimation of random variable 
location and is achieved by decreasing influence of these 
intervals. 

Let’s have a sequence of noisy samples 
ins  of signal 

intensity: 
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where 0≥is  - utility noisy signal, 0≥ξi  - random 
interference with random occurrence time and random 
duration. 

The problem of estimation the mean value (location) of a 
random variable is set: 
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on basis of noisy samples (1). 

It’s clear that averaging of 
ins , leads to: 
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that can’t be a good estimator. 

In case of normal distribution of random variables is , 

iξ , distribution of sum (1), usually is labeled as distributions 
with «heavy-tailed» [1, 16]. Numerous experiments have 
shown that application of standard methods (on basis of 
mean value calculation (3), median filtering, calculation of 
trimmed- average, Winsorization, etc.) is not a good 
estimator of location (2). 

A new approach is proposed for estimation the intensity 
of a noisy signal with uncorrelated noise that is based on 

ins  
lower envelope signal detection. It allows to decrease, 
substantially, the influence of intervals with impulse 
interference at estimation of random variable location (2). 
According to the proposed approach, a number of methods 
were elaborated: two-parameter recursive filter, dilation 
filter, clipping derivative filter as well as a series of modified 
methods, based on order statistics (median filtering, 
trimmed-average, Winsorization). 

B. Two-parameter recursive filter
A method that based on nonlinear filtering for estimation

of mean value (2) of noisy realization (1) is proposed. 

These filters are based on exponential smoothing [20-22] 
and operation as follows: 
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Here 0~1k  - coefficient, near-zero, 1~2k  - coefficient, 
near-one. Such selection of coefficients means that if current 
value of the registered signal exceeds a previous filtered 
value (usually interferenced value) then we receive a value 
that is near to previous (first row of iy  in (4)). In case of 
noise absence, filtering is performed according to lower 
envelope. Such filtering method at which i  - value of 
filtering signal is expressed in terms of 1−i  (with weight 
coefficient) leads to displacement of sequence to the right on 
one step. For elimination of such effect is used an inversely 
filtration - from N  - sample to first: 
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Such two-stage filtering allows us to eliminate the effect 
of sequence displacement that appears during one-stage 
filtering procedure. 

It should be marked that single executing of the proposed 
filtering procedures, may not be enough to filter the data. 
Therefore, the filtration continues until the desired result is 
achieved. 

C. Dilation method
Dilation is a filtering method, simpler versus two-

parameter and it consists in the following: 
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As one can see, dilation method is based on replacement 
of the samples in increasing interval to previous value. The 
maximal size of this interval is given by the parameter maxid , 
which is determined on the estimation of the duration of the 
interference. The parameter id  changes to maxid , then reset, 
filter output is assigned to an current value and the filtration 
cycle (6) is repeated. Dilation method, as well as two-
parameter method, leads to displacement of sequence to the 
right. Next stage is used for elimination of this effect: 
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D. Method of clipping derivative
The present method is based on comparison of current

sample with previous one and when difference between them 
exceed a defined value, current value is substituted by this 
value. 
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The parameter p is chosen on the assumption of 
allowable increasing of signal intensity (1). Trimming of 
difference is performed adaptively - proportionally to current 
filter output. 

As in the previous methods, reiteration from end to start 
sequence may be used for elimination the effect of sequence 
displacement. 

E. Methods on basis of order statistics
Order statistics methods are based on forming of

variational series during “window” filtering and selection the 
value near the beginning of variational series as location 
parameter. 

III. NUMERICAL SIMULATION

A noisy signal with interference was simulated as sum of 
two random variables with a distribution close to the normal 
and with given mean values. Probability of interference 
appearance was 0.03, and probability of disappearance – 0.1. 

Figure 1 presents an example of simulated signal and 
results of filtering by two-parameter recursive filter with 

05.01 =k , 5.02 =k parameters.  

Figure 2 shows a comparison results of two median 
filters (standard and modified), each of which is based on 17 
samples. An input signal was simulated similarly to the 
previous case, with the probability of interference 
appearance rising from experiment to experiment from 0 to 
0.5 (dotted line), and probability of “disappearance” equal to 
0.5.  

Here, a horizontal (black) line corresponds to mean value 
(etalon) that doesn’t change from the experiment to 
experiment and was equal to 2. A green line - to the result of 
modified median filtering with the fourth value of each 
“window” was taken into account. And yellow line - to the 
result of standard median filtering at which the ninth 
(central) value of each “window” was taken into account. 

As one can see, based on the simulation signal, modified 
filtering is the better way to estimate of the location (1).  

Filtering results (location estimation and its standard 
deviation) versus level of the interference is presented in 
Table I. It is shown the results of standard and modified 

median filtering (SMF and MMF, accordingly) in the 
following format: (location ± standard deviation)/etalon for 
different interference levels. 

Fig. 1. Simulated signal with interference and filtering result at lower 
envelope by two-parameter recursive filter 

Fig. 2. Comparison of standard and modified median filters 

TABLE I. DEPENDENCE OF THE MEDIAN FILTERING RESULTS FOR 
SOME LEVELS OF INTERFERENCE 

Interference level SMF MMF 

0 1.00±0.01 1.00±0.02
1 1.24±0.03 1.20±0.03
2 1.46±0.06 1.25±0.05
3 1.67±0.10 1.28±0.06
4 1.87±0.11 1.32±0.07

As one can see, without interference a standard median 
filtering method gives a less deviation for location 
estimation. At increasing level of interference, a modified 
median filtering method, based on the selection of less 
element, prevails over standard. 

Table II shows the results of filtering (location and 
deviation) using different methods, developed by authors. 
Input signal was simulated similarly to the previous case, and 
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probability of the interference appearance and 
“disappearance” was equal to 0.5 both. 

The base of order statistics consists of 17 samples. For 
the standard median filtering, as usual, a central (ninth) value 
was selected. For the modified median filtering – the fourth 
value, trimm–mean was performed basing on first 1-3 values, 
Winsorization – on the base of 2-4 values. Derivative 
clipping parameter was 0.07 and dilation parameter value 
was 11. 

TABLE II. FILTERING METHODS COMPARISON 

Method Location/etalon Deviation/etalon

Median filter 1.688 0.094 
Recursive filter 1.331 0.043 

Dilation 1.210 0.059 
Derivation crop 1.185 0.054 

Trimm-filter 1.212 0.045 
Winsorization 1.262 0.055 

Modified median filtering 1.293 0.059 

As one can see, a standard median filter is substantially 
yield to developed filtering methods, based on lower 
envelope detection. 

IV. CONCLUSIONS

A new approach to estimation of the noisy signal 
intensity with additive uncorrelated impulse interference in 
the field of dynamic data mining and data stream mining, 
based on filtering using lower envelope detection, is 
proposed. For this, a number of nonlinear filtering methods 
are developed, namely: two-parameter recursive filter, 
dilation filter, clipping derivative filter and filters based on 
order statistics. 

Results of numerical experiments are indicated about 
insufficient applicability of standard filtering methods of 
noisy signals of considered class and appreciable benefit (on 
accuracy) of developed methods, based on the proposed 
approach, versus standard. 
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