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Abstract— The article describes the method of cost-sensitive 
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I. INTRODUCTION  
Most of the working companies today have a large 

amount of accumulated data with information about 
customers, sales, orders, and more. Such data is a source of 
hidden knowledge, the ownership of which can provide the 
company with further growth, profits and customers. These 
tasks are mainly formulated as Data Mining tasks and one of 
the most popular among them is the task of classification. 
These tasks are formulated daily, in such spheres of life as 
how target marketing, medicine, telecommunication, 
insurance, chemical industry, bioinformatics and others. 
Researchers use different methods to solve classification 
problems. The most effective today are classification by 
decision tree induction, Bayesian classification, neural 
networks, support vector machines (SVM), deep learning 
methods [1-5]. 

The main requirements for the data mining methods, 
besides the high accuracy of the classification, are their 
speed and the ability to process huge amounts of data. One of 
the methods that well matched to these requirements is 
neural-like structure of successive geometric transformations 
model (NLS SGTM) [9,13,14]. 

II. STATEMENT OF THE PROBLEME 
When solving the classification problem, there are often 

additional restrictions caused by the peculiarities of the 
subject area or specific task.  

In addition, precisely when solving the classification 
problem for tasks that describe some kind of business or 
social processes, there are problems such as the imbalanced 
presentation of data and the different weight of classification 
errors. 

A. Imbalanced representation of data 
Imbalanced representation of data is a feature 

characteristic of such data mining task as classification. The 
number of instances of one class may differ by an order of 
magnitude from the number of instances of other classes, 
which greatly complicates the process of classification. In 
addition, the density of the distribution of instances of 
different classes in the space of signs may also be different 
(Fig.1). According to the hypothesis of compactness, it is 
assumed that objects belonging to the same class form 
certain clusters in the space of signs and can easily be 
separated by hyperplanes of a simple form. However, in 
many cases, in the systems under conditions of uncertainty, 
there is a mutual overlap of classes [1, 11-13]. 

 
a 

 
b 

Fig. 1. Data representation of the data mining task a) the frequency 
diagram that displays the number of objects in each class (for 9 classes) b) 
in the coordinates of three main components (for two classes) 
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B. A different weight of errors 
Depending on the condition of the task to be solved, each 

type of error can have its own weight. Often such conditions 
exist for classification tasks. Accordingly, when solving the 
classification problem, it is necessary to consider not only 
the accuracy of the recognition of each of the classes, but 
also their interdependence - in order to ensure that the weight 
of the total number of errors was minimal. 

In [6] described a comparative analysis of the solution of 
this problem using well-known methods such as Random 
Forest Leaner, Logistic Regression, SVM and NLS SGTM. 
It has been demonstrated that NLS SGTM gives a highest 
accuracy of classification. This article suggests methods for 
further improving the accuracy of classification for this 
problem. 

However, article [6] did not take into account the 
constraints caused by the subject area, namely the fact that 
various mistakes (TF or FT) are of different weight during 
the classification. These restrictions are formulated by the 
customer when setting the task depending on the priorities of 
their business (for example, depending on what is more 
important - to identify a potential fraudster or not to lose a 
potential client). In [6] this cost-sensitive problem was 
solved by using method of penalties and rewards. This article 
describes the combination of two methods: method of 
penalties and rewards and piecewise-linear approach to 
classification using NLS SGTM. 

III. ARCHITECTURE AND LEARNING ALGORITHM OF 
NEURAL-LIKE STRUCTURE OF SUCCESSIVE GEOMETRIC 

TRANSFORMATIONS MODEL 

A. Training NLS SGTM in supervisor mode  
The supervisor mode is special because the components 

of the data vectors are divided into input and output, where 
the latter are known only for the elements of the training 
sample [12-14]. 

Accordingly to [9], the value of the coefficient )(S
iK  

required to execute the sequence of geometric 
transformations can be calculated only for the vectors of the 
training sample. In this case, it is sufficient to calculate the 
value of the coefficient )(S

iK based on  
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where )(
,
S
jiX  - elements of input vector of features, )(

,
S
jbX - 

elements of basic vector of features, n - the number of input 
components of the vector and represent the pseudo 
coefficient as the approximation of the dependence (2), 
which is given tabular 

 ( ) ( )( )S S
i iK f K=    (2) 

 

Fig. 2. The topology of NLS SGTM in a supervisor mode. 

The topology of a NLS SGTM of this type is presented in 
Fig. 2, where linear or nonlinear neural elements can be used 
in the hidden layer, the function of which is the 
approximation of dependence (2).  

For the case of a linear variant of the SNM, the function 
of activation of the neural elements has the form 

 )()( S
i

S
i KK ×= α   (3) 

where α – the coefficient is calculated on the basis of the 
least squares criterion. 

The use of neural-like structure of successive geometric 
transformations model in the classification mode involves the 
construction of a separating surface that provides the 
separation of given classes of objects. The construction of 
the hyperplane surface in the entire domain of the definition 
of the input variables has the following drawbacks and 
limitations: 

• the number of vectors-implementations is too large 
for the simultaneous use of the entire training sample; 

• the density of representation of the points of different 
classes in the realization space is approximately 
heterogeneous; 

• separation of classes by a hyperplane does not take 
into account the essential nonlinearity of the tasks to 
be solved. 

The use of linear classification methods for data mining 
is optimal in terms of the speed of solving the tasks, but they 
do not provide sufficient accuracy of the classification. 

To solve this problem, a piecewise-linear approach for 
constructing separating surfaces based on a model of 
geometric transformations was developed. It allows for the 
nonlinearity of data mining tasks to be taken into account, 
but does not require a large amount of time to execute.  

Another advantage of using the piecewise-linear 
approach of constructing separating surfaces is that by using 
it, by dividing the total sample into clusters, it is possible to 
process the entire sample for a reasonable time. 

IV. DEVELOPMENT OF THE PIECEWISE-LINEAR APPROACH 
FOR THE CONSTRUCTION OF SEPARATING SURFACES BASED 
ON NEURAL-LIKE STRUCTURE OF SUCCESSIVE GEOMETRIC 

TRANSFORMATIONS MODEL 
Let us consider the use of the piecewise-linear approach 

for constructing separating surfaces in combination with the 
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method of rewards and penalties for a problem with two 
classes.  

It should be noted, that in order to evaluate the 
effectiveness of the method two data samples are necessary.  
The first it is the training dataset, which is used to training of 
NLS SGTM and for calculating coefficients )(S

iK . The 
second dataset it is test sample whose data was not used 
during the construction of the model of geometric 
transformations, but which are necessary to assess the 
accuracy of the classification. 

In general, objective of standard classification is to obtain 
highest accuracy of classification. However, for the data 
mining tasks, we have to organize cost-sensitive learning 
with formulated cost matrix, class probability estimate, 
misclassification costs and other types of costs involved in 
the learning process [10]. 

In order to take into account such a feature of Data 
Mining as a different weight of errors, we use the method of 
rewards and penalties. The matrix of rewards and penalties in 
this case will have the following form (Table I). As a rule, 
for each specific subject area and task, customer or business 
analytic forms such a matrix separately. 

TABLE I.  MATRIX OF REWARDS AND PENALTIES  

Matrix of 
Rewards and 

Penalties 

Values of Rewards and Penalties 
The vector 

is 
recognized 
as class 0 

The vector is 
recognized as class 1 

The vector belongs 
to class 0 11r  12p  
The vector belongs 
to class 1 21p  12r  

 

To increase the accuracy of the solution to the 
classification problem, it is proposed to combine the use of 
the method of rewards and penalties [5,8] and the tree of 
division into classes (clustering). 

Using the division tree into classes, we can combine data 
vectors with similar inputs into separate clusters and analyze 
them independently of each other (Fig.3). After receiving the 
penalty points for each of the clusters, they are summed up. 
This approach makes it possible significantly improve the 
overall accuracy of the classification. 

Consider the method of combining the method of rewards 
and penalties and dichotomy to solve the classification 
problems in more detail. 

The piecewise-linear approach to constructing separating 
surfaces for solving the problems of classification on the 
basis of NLS SGTM using the method of rewards and 
penalties [5]: 

1. Initially, for NLS SGTM as a training set we used all 
training data. The accuracy of classification we estimated as 
amount of penalty points calculated according to the method 
of rewards and penalties.  

2. After that, both training and test sets, are divided into 2 
clusters: vectors recognized by the NLS SGTM as "class 1" 
and vectors recognized as "class 2 ". 

3. After clustering into the training samples obtained for 
each cluster, we substitute the real values of the outputs and 
repeat from step 1 all action for both clusters separately. 

 

 

Fig. 3. The division tree into classes based on NLS SGTM 

4. Repeat steps 1-3 until the amount of penalty points 
received for all lower-level clusters is not acceptable under 
the terms of the task. That is, the accuracy of the 
classification is sufficient. 

5. When training of NLS SGTM for each cluster is 
finished and accuracy of the classification is sufficient we 
can use these networks for testing dataset. 

So, due to the breakdown of data into clusters, we 
accelerate the implementation of the classification process, 
we can take into account a different weight of errors for a 
specific subject area and increase the accuracy of the 
classification. 

V. EXPERIMENTAL RESULTS 
This article describes the solving of classification task, 

which was formulated in [7]. The training sample describes 
the transactions carried out by credit card holders within two 
days and consists of 284,807 lines and 31 columns. For 
reasons of confidentiality, the dataset contains not original 
user data, but principal components obtained by the PCA 
method from the initial data (V1, ..., V28). Only two 
features: 'Time' (the number of seconds passing through each 
transaction) and 'Amount' have not been transformed. 

Also, the dataset contains one target feature 'Class', which 
shows the client's affiliation to one of two classes - frauds or 
ordinary clients. The main feature of the dataset is that the 
data set is highly unbalanced - only 492 transactions out of 
284807 (0.172% of all transactions) have the value of the 
target field 1, that is, customers are fraudulent. 

The dataset has been collected and analyzed during a 
research collaboration of Worldline and the Machine 
Learning Group (http://mlg.ulb.ac.be) of ULB (Université 
Libre de Bruxelles) on big data mining and fraud detection 
[7]. 

According to the subject area a matrix was formed. By 
analyzing this matrix, it can be seen that a properly classified 
vector that belongs to the "fraud" class has a much greater 
weight than a properly classified "ordinary client" vector. At 
the same time, the case where an ordinary customer is 
classified as a fraud has the highest number of penalty points 
(Table II) [8]. 
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Fig. 4. The structure of the workflow in Orange 

TABLE II.  MATRIX OF REWARDS AND PENALTIES FOR SOLVING TASK  

Matrix of 
Rewards and 

Penalties 

Values of Rewards and Penalties 
The vector is 

recognized as class 0 
The vector is 

recognized as class 1 
The vector 
belongs to 
class 0 

1 -3 

The vector 
belongs to 
class 1 

-2 5 

 

The structure of the workflow in Orange is shown in 
Fig.4. 

Analyzing the results of the classification (Fig.5), we can 
see that despite the fact that for the sample as a whole the 
accuracy of the classification was very high in consequence 
of the application of the piecewise-linear approach accuracy 
further increased. 

 

Fig. 5. Results of classification by clusters (in vectors) 
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Fig. 6. Results of classification by clusters according to the matrix of 
rewards and penalties  (in points) 

Fig. 6 shows that the sum of the points obtained for the 
correct classification by clustering is greater than for the 
initial sample. It is also worth noting that the initial data was 
very unbalanced and the number of instances of the lower 
class was only 0.17% of the total number of training vectors. 

VI. CONCLUTIONS 
The piecewise-linear approach to classification based on 

geometrical transformation model for imbalanced dataset is 
developed. This method realizes cost-sensitive classification 
for such tasks of data mining as fraud detection, home loan 
or credit applications, medical diagnostic, marketing research 
where some classes are rare but with big impact. The 
proposed method characterized by high learning speed and 
accuracy of classification. 
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