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Abstract—Online data stream ranking learning problem is 
considered using training data in the form of a sequence of 
identical items series, described by a number of features and 
relative rank within the series. It is assumed that feature values 
and relative ranks of the same items may vary slightly for 
different series of observations, and there are stable groups of 
items with similar properties. In this regard, the problem of 
learning to rank on clusters is stated, while training dataset 
consist of estimates of centers of clusters and average rank of 
the items inside each cluster. A unified approach to ranking 
learning on clusters using kernel models of utility function is 
proposed. Recurrent algorithms for estimating the parameters 
of a utility function model as well as recurrent ranking 
learning algorithm in the space of conjugate variables are 
developed. 

Keywords—data stream, kernel function, online learning, 
ranking learning, recurrent estimation, regularization, utility 
function.  

I. INTRODUCTION 

The problem of ranking learning has been intensively 
studied recently due to broad variety of important practical 
applications, ranging from classical problems of multi-
criteria choice of alternatives and decision-making [1] to 
modern ones, such as information retrieval, machine 
translation, computational linguistics and biology [2]. The 
goal of learning to rank is automatic building of a ranking 
model using training data, which consists of lists of subject 
items with some partial order specified between items in each 
list, usually set by indicating some numerical or ordinal score 
for all items. It is assumed, that ranking mechanism, 
determined by preferences of users, experts or perhaps some 
artificial ranking system, is usually unknown. Therefore, 
ranking learning, in fact, is data-based modeling of this 
mechanism, so that the results of ranking of elements of a 
new lists will be is similar to rankings in the training data in 
some sense. 

Especially intensive the problem of ranking learning is 
studied in connection with the tasks of Internet data 
processing with the purpose of information retrieval. 
Ranking learning is widely used in such problems as 
document retrieval, recommendation system development, 
search engine modeling and over [3]. For example, in a 
document retrieval problem, for any given query, a ranking 
model assigns a relevance score to each document in 
obtained collection, and then ranks the documents in 
decreasing order of relevance scores. Therefore, the training 
data consists of queries and ranked sequence of documents. 
In this formulation, in particular, the important problem of 
adaptive modeling of search engine with unknown ranking 

mechanism is considered, using information concern search 
results, corresponding to a certain sequence of queries [4].  

Learning to rank belongs to the class of supervised 
machine learning problem, using given training sample 
consist of some items with measured features and labels, 
representing its ranks. The purpose of learning is to obtain 
some ranking function estimate, which provides similar 
ranking results on the test sample. In turn, ranking function is 
usually found by empirical risk minimization, determined by 
averaging of certain loss function on the training data sample 
[5].  

As a ranking function model, in preference learning 
framework, it is often used latent utility function, describes 
expert or user preferences. Utility function is usually 
specified in the form of a scalar positive function defined in 
feature space, while larger values of the utility function 
correspond to larger values of the ranks. 

In practice, linear models of utility function in the form of 
a weighted sum of features were widely used, while weights 
determine the relative features importance [6], these weights 
are found by applying expert or statistical methods. 

In fact, the linear utility function model does not always 
adequately reflect the real structure of user preferences, and 
the structure of the utility function, reflecting the actual 
ranking mechanisms, can be significantly more complex.  

At present, a number of heuristic approaches to the 
choice of utility function non-linear model structure are 
proposed as a fairly simple functional dependencies [7, 8], 
but revealing its true form remains a difficult task. 

More general non-linear models of utility functions can 
be chosen in the form of a linear combination of some pre-
determined coordinate functions. In order to build a 
qualitative approximate model, it is necessary to use a large 
number of coordinate functions, the consequence is the need 
for high dimension model parameters vector estimating, 
which leads to significant computational problems.  

Since the latent utility function can have a very complex 
structure and previous information about its structure is 
usually absent, it is advisable to use kernel-based machine 
learning technique [9]. In the framework of this method, 
utility functions estimate can be represented as a linear 
combination of kernel functions at training points. However, 
due to “kernel trick”, there is no need for preliminary 
specification of a set of coordinate functions, which makes it 
possible to build models of limited complexity that 
successfully approximate rather complex utility functions 
[10]. 
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In many practical applications training data are generated 
as a data streams in the form of consecutive series of 
observations, arrives continuously in variable time [11]. 
Under the frequently changing items features and ranking 
results, it is advisable to use online ranking learning methods 
that provide the opportunity for effective training of ranking 
model in real time [12, 13]. 

The peculiarity of considered problem is in the fact that 
for the same items in different series of data streams the 
observed values of features and relative ranks can vary, 
because its properties and user preferences can change over 
time. Consequently, it is impossible to assign to each 
particular item the exact rank and it is reasonable to use some 
averaged ranks as supervised information. It is assumed that 
feature values and relative ranks of the same items may vary 
slightly for different series of observations, and there are 
stable groups of items with similar properties. This 
predetermines the need for prior aggregation of the ranked 
items into certain groups of similar properties by clustering 
them in feature space. This aggregation allows moving from 
the problem of ranking objects to the problem of ranking 
clusters. In this regard, it is reasonable to use ranking 
learning on clusters approach [14], based on preliminary 
clustering of ranking items followed by utility function 
model building using average ranks of items inside each 
cluster.  

In the tasks of online ranking learning, the data stream is 
formed as sequences of series of the same items consist from 
number of observations of features and relative ranks within 
each series. The specificity of online ranking learning using 
data stream requires learning algorithms in recurrent form, 
wherein the number of the iteration step coincides with the 
number of series of observations. 

In this paper, a unified approach to the cluster ranking 
recurrent learning algorithms development using kernel 
models of utility function is proposed. First, recursive 
algorithms for estimating the parameters of a linear utility 
function model are considered. In this case, expert estimates 
of features weights are used as a priori information for 
regularizing the estimation problem, realizing, in fact, 
optimal concordation of expert and statistical estimates [9, 
15]. Further, based on kernel approach, a learning non-linear 
utility function model is obtained, while the estimates of the 
parameters of the linear model are used for regularization of 
optimized functional of empirical risk. On top of that, 
another one algorithm of recurrent ranking learning in the 
space of conjugate variables is also proposed. 

II. PROBLEM STATEMENT

Consider the ranking learning problem for the set of same 
items x ,∈ Ω  characterized by its feature 
vector T 1 2( , ,..., )Nx x xx = .  

Supposed that training data are generated in real time and 
is representable as a sequence of observations series.  Each 
series includes observations on the entire set of ranked items 
and has fixed length .L   

In such a case, in each data stream series n  training 
dataset are presented by the data matrix ,

, 1{ ( )} ,j L N
n i i jx nX ==

consists from feature observations 

T 1 2( ) ( ( ), ( ),..., ( )),N
i i i in x n x n x nx = =1,..., .i L  

Each item within the any stream observation series is 
assigned its relative rank ( ( )), 1 ,n ir n i nx ≤ ≤ defined by some 
ranking function. It is assumed that the specified ranking 
function is unknown, and only relative ranks for any objects 
in each series are available to observation. 

The ranking function is usually described by some scalar 
positive continuous utility function ( ),f x  such 
that ( ) ( ) ( ( )) ( ( )).i j n i n jf f if r n r nx x x x> <

The problem of data stream learning to rank is to restore 
unknown utility function by finding its estimate ˆ ( )f x using 
available sequence of observations series { , },n nX r  

T
1( ( ( )), ... , ( ( ))).n n n Lr n r nr x x=  

Suppose that using the appropriate clustering method the 
set of ranking items is divided into a set of 
M clusters 1{ }M

m m=Ω in feature space, described by a set of
parameters ( ), 1m m,r m ,Mx =

1 1 ( )
m m

m m
i im m

i i
, r r ,

J J
x x x

∈Ω ∈Ω

= =   (1)

where mx is center vector of m-th cluster and mr is average 
rank of items belonging to the same cluster, 

{ }, 1 .m
i mJ i x m ,M= ∈ Ω =  

Then, to restore the utility function, aggregated training 
data is used in the form of a sequence of estimated centers of 
clusters and average ranks of items inside the corresponding 
cluster for each data stream series of observations 

T 1( ( ),..., ( ))M
n n n ,X x x=  T 1( ( ),..., ( )).M

n r n r nr =    

We take utility function model in the quasilinear form 
T( ) ( ) ,f x x cϕ=  where T 1( ,..., )Dc cc =  – vector of utility 

model parameters, T 1( ) ( ( ),..., ( ))Dx x xϕ ϕ ϕ=  – vector of 
model coordinate functions, D is a model dimension.  

Then the problem of ranking learning based on streaming 
data by restoring the utility function on clusters is reduced to 
finding model parameters estimates ˆ nc using a sequence of 
aggregated streaming training data{ , }, 1,2,....n n nX r =  

In the kernel-based learning framework coordinate 
functions are taken hereby that its scalar products will be 
positive definite functions T ( ) ( ) ( , ),x x x xϕ ϕ κ′ ′=  at that 
utility function model are linear combination of kernel 
function, located in centers of clusters 

1

ˆ ( ) ( , ),
M

m
m

m
f dx x xκ

=

= ⋅ (2)

where , 1,md m M=  – kernel-based utility function model 
parameters are determined by center and average rank of 
clusters estimates.  
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Then the problem of online rankings kernel-based 
learning on clusters is reduced to the construction of a 
recurrent algorithm for estimating parameters 

, 1,md m M= of kernel model (2) based on training data 
stream{ , }, 1,...n n nX r = . 

III. LINER UTILITY FUNCTION MODEL IDENTIFICATION

We first consider the problem of estimating the
parameters of the linear model of utility function 

T( ) ,f x x w= (3)

where T 1 2( , ,..., )Nw w ww = – vector of linear utility function 
model parameters. 

To construct model parameter estimates, streaming 
training data { , }, 1,...n n nX r =  is used. Because the elements 
of this sequence are random vectors and matrices, at the data 
preprocessing stage it is advisable to smooth the sequence of 
the training sample elements using a suitable current 
averaging algorithm, for example, the method of exponential 
smoothing: 

1 1

1 1

ˆ ˆ (1 ) ,
ˆ ˆ (1 ) , 0 , 1.

n x n x n

n r n r n x r

X X X

r r r

τ τ
τ τ τ τ

+ +

+ +

= ⋅ + − ⋅
= ⋅ + − ⋅ < <

(4)

Then the problem of estimating the parameters of the 
linear model of utility function is reduced to the problem of 
multi-dimensional dynamic linear regression 

1 1 1
ˆˆ ,w

n n nr X w e+ + += + (5) 

where 1 2 T
1 1 1 1( ... )w M

n n n ne e ee + + + += – vector of average rank om
clusters estimation errors. 

Let us find the current estimate of the vector of linear 
model parameters from the condition of minimization of a 
one-step regularized functional with constraints 

22
1 1

1 1 1

ˆ( ) ( ) min,

ˆˆ ,

w
n n n w

w
n n n

R w e w w

e r X w

α+ +

+ + +

= + − →

= −
(6)

where 0α > – regularization parameter, and the previous 
estimation of the parameter vector ˆ nw is used as a priori 
information for regularization at data stream series 1n + , 
which provides the possibility of obtaining a recurrent 
estimate. 

To solve the optimization problem with constraints, we 
use Lagrange function 

1
T

1 1 1 1

( , , )
ˆ0.5 ( ) ( ),

w
n

w w
n n n n

L
R

w e μ

w μ r X w e

+

+ + + +

=

= ⋅ + − −
(7)

where μ are Lagrange multipliers. 

Using optimality conditions for (7) in the form of the 
Kuhn-Tucker: 

T
1 1

1 1 1

ˆˆ( ) 0, ,
ˆˆ 0,

w
n n n

w
n n n

w w X μ μ e

r X w e

α + +

+ + +

⋅ − − = =

− − =
(8)

we obtain an explicit expression for 1ˆ nw + estimate in the 
form of a recurrent estimation algorithm 

1 T
1 1 1 1

1 T
1 1 1

ˆ ˆˆ ˆ( ) ( ),
ˆ ˆ( ) .

n n n n n

n N n n

w w X r

I X X

α α

α α

−
+ + + +

−
+ + +

= Ψ ⋅ ⋅ +

Ψ = ⋅ +
(9)

The obtained algorithm, which relates to the class of one-
step regularized projection identification algorithms, allows 
tracing slow changes in cluster parameters, and the choice of 
the regularization parameter provides a balance between its 
tracking and filtering properties (9). 

IV. RECURSIVE NONLINEAR PREFERENCE LEARNING

Measurement equation for quasilinear utility function
model identification at stream series 1n +  may be 
represented as following: 

T
1 1 1 1

ˆˆ ˆ ˆ( ) ( ) , 0, .m m m m
n n n nr f e m Mx x cϕ+ + + += = + =     (10)

In matrix form this equation is T
1 1 1ˆ ,n n nr Φ c e+ + += +  

where 1 2 T
1 1 1 1ˆ ˆ ˆ ˆ( ... )M

n n n nr r rr + + + += – observation vector, 
composed from average rank on clusters 
estimates, ( )1 2

1 1 1 1ˆ ˆ ˆ( ) ( ) ... ( )M
n n n nΦ x x xϕ ϕ ϕ+ + + +=  – feature 

matrix estimate, 1 2 T
1 1 1 1( ... )M

n n n ne e ee + + + +=  – average rank
estimation errors. 

Introduce kernel matrix T
1 1 1,n n nK Φ Φ+ + +=

, , ˆ ˆ, ( , ), , 1, ,q s
n q s q s n nk k q s MK x xκ= = =  

where ( , )x xκ ′ is an appropriate kernel function. 

The utility function model parameters estimates 1ˆ nc + at 
any data stream series 1n +  may be obtained as a solution of 
regularized constrained optimization problem 

22 0
1 1 1

T
1 1 1

( ) ( ) min,

ˆ ,

c
n n n c

n n n

R c e c c

e r Φ c

β+ + +

+ + +

= + − →

= −
(11)

where 0
1ˆ nc + – vector of a priory value of utility function 

model parameters for data stream series 1n + , 0β > – 
regularization parameter.  

To solve the optimization problem (11) we use the 
Lagrange function  
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1
T T

1 1 1

( , ) 0.5 ( )

( c ),
n n

n n n

L Rc,e λ c

λ r Φ e

+

+ + +

= ⋅ +

+ − −
(12)

where T
1( ,..., )Mλ λ λ= – vector of Lagrange multipliers. 

Using the conditions for optimality for (12) 

0 1
1 1 1

T
1 1 1

, ,
ˆ ,

n n n

n n n

c c Φ λ λ e

r Φ c e

β −
+ + +

+ + +

= + =

− =
(13)

model parameters and conjugate variables optimal estimates 
can be presented in the form 

1
1 1 1 1

1 T 0
1 1 1 1

1 T 0
1 1 1 1

1
1 1

ˆ ˆ( )

( ( ) ) ,
ˆ ˆ( )( ),

( ) .

n n n n

D n n n n

n n n n n

n M n

c Φ Α r

I Φ Α Φ c

λ Α r Φ c

Α I Κ

β
β

β
β β

−
+ + + +

−
+ + + +

−
+ + + +

−
+ +

= +

+ −

= −

= +

(14)

The use of kernel approach requires the elimination of 
direct evaluation of model parameters. To do this, we express 
a priori value of utility function model parameters 

0
1nc + through available estimates, as which we choose utility 

function linear approximation parameters 1ˆ nw + estimates 
defined by algorithm (9). 

To do this, we take the linear model 0 T( )f x x w=  as the 
first approximation of utility function. In accordance with 
this assumption, we find an optimal a priory value of utility 
function model parameters 0

1nc +  at stream series 1n +  from 
the condition of best approximation of linear utility function 
model values 0

1 1 1
ˆˆ ˆ ,n n nr X w+ + += estimated on measured data

1
ˆ ,nX +  by a priory average rank vector  0 T 0

1 1 1.n n nr Φ c+ + +=   

Consequently, to find a priory value 0
1,nc +  consider 

auxiliary optimization problem for regularized functional: 

0

220
0

0 0 T 0
1 1 1 1 1

( ) min,

ˆˆ ˆ .
c

n n n n n

Q 0c ζ c

ζ r r X w Φ c

γ

+ + + + +

= + →

= − = −
(15) 

where 0γ > – regularization parameter. 

Using Lagrange function for constrained optimization 
problem  

0 0 0

T T
1 1 1 0

( , , ) 0.5 ( )
ˆ ˆ( ),n n n

L Qc ζ ν c

ν X w Φ c ζ+ + +

= ⋅ +

+ − −
(16)

where T
1( ,..., )nν ν ν=  – appropriate vector of Lagrange

multipliers, we can obtain its solution of problem (15) as 

0 1
1 1 1 1 1

1 1

ˆ ˆ( ) ,
( ) .

n n n n n

n M n

c Φ B X w

B I Κ

γ
γ γ

−
+ + + + +

+ +

=
= +

(17)

Taking into account the obvious kernel relation 

( )
T T

1 1
T1 2

1 1 1

( ) ( )

ˆ ˆ ˆ( , ), ( , ), , ( ) ,

n n

M
n n n

x x Φ

x x x x x,x

χ ϕ

κ κ κ
+ +

+ + +

= ⋅ =

= 
(18)

the optimal utility function nonlinear model 
estimate T

1 1
ˆ ˆ( ) ( )n nf x x cϕ+ += takes the following form: 

T 1
1 1 1 1

1 1
1 1 1 1 1

ˆ ˆ( ) ( ) ( ( )
ˆ ˆ[ ( ) )] ( ) )

n n n n

M n n n n n

f x x Α r

I Α Κ B X w

χ β

β γ

−
+ + + +

− −
+ + + + +

= ⋅ +

+ −
(19)

Thus, utility function model estimate depends only of 
kernel function, located in the estimated clusters centers 

1 1 1 1 1
1

ˆ ˆˆ ˆ ˆ( ) ( , , ) ( , ),
M

m
n m n n n n

m
f dx x r w x xκ+ + + + +

=

= ⋅  (20)

where kernel model coefficients ,md 1,m M= are 
calculated recurrently using available data stream. 

V. CONJUGATE VARIABLES LEARNING ALGORITHM

A different way of estimating the parameters of the utility
function can be proposed using the algorithm for recurrent 
estimation of conjugate variables [16].  

Using the relation (13) with the parameters corresponding 
to stream series 1n +   1 0

1 1 1 1n n n nc Φ λ cβ −
+ + + += +  and 

multiplying (13) by matrix T
1,nΦ +  we obtain corresponding 

measurement equation for conjugate variables 

1 T 0
1 1 1 1 1 1

0 1
1 1 1 1 1

ˆ ,
ˆ ˆ( ) .

n n n n n n

n n n n n

r K λ Φ c e

c Φ B X w

β

γ

−
+ + + + + +

−
+ + + + +

= + +

=
(21)

Introduce a local identification criterion [16] as the 
moving estimation cost includes regularization term, 
determined by conjugate variables estimate ˆ

nλ  at previously
data stream series 1n + :  

T
1 1 1 1 1

21 1
1 1 1 1 1 1 1

ˆ ˆ( ) ( ) ( )

ˆ ˆ( ) .

n n n n n n n

n n n n n n n

R λ λ λ K λ λ

r K λ K B X w

δ

β γ
+ + + + +

− −
+ + + + + + +

= ⋅ − − +

+ − −
(22)

where 0δ > – regularization parameter. 

Such a choice of the regulariser restricts the rate of 
change of estimates ˆ ,nλ which ensures effective smoothing 
of conjugate variables estimates. 

Condition of optimality for the problem of functional (22) 
minimization, leads to normal matrix equations 

( )2 T
1 1 1 1 1

1 T 1
1 1 1 1 1 1

ˆ

ˆˆ ˆ[ ( ) ].

n n n n n n

n n n n n n

K K K λ K λ

K r K B X w

β δ δ

β γ

−
+ + + + +

− −
+ + + + + +

+ ⋅ = +

+ −
(23)
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From (13), (21), (23) we obtain recurrent estimation 
algorithm for conjugate variables 

1
1 1 1

1 1
1 1 1 1 1 1

ˆ ˆ( )
ˆ ˆ( ) ( ( ) ),

n n n n

n n n n n nw
Α K

Α r K B X

λ δ ρ λ
β ρ β γ

−
+ + +

− −
+ + + + + +

= ⋅ ⋅ ⋅ +

+ ⋅ ⋅ − ⋅
(24)

where 2 / .ρ β δ=  

Finally, the utility function model estimate based on the 
recursively estimated conjugate variables can be represented 
as 

T 1 1
1 1 1 1

1
1 1

1 1
1 1 1 1 1

ˆ ˆ( ) ( ) [ ( )
ˆ( )

ˆ ˆ( ( ) ) ( ) ].

n n n n n

n n

M n n n n n

f x x Α K

Α r

I Α K B X w

χ ρ ρ λ
ρ

ρ γ

− −
+ + + +

−
+ +

− −
+ + + + +

= ⋅ +

+ −

− −

(25)

The convergence of recurrent algorithm for estimating 
conjugate variables (26) can be provided by an appropriate 
choice of the regularization parameterδ . 

Thus, recurrent algorithms (19) and (26) define 
computational procedures for identifying kernel models of 
utility function on clusters in feature space that can be used 
to find estimates of the ranks of new items with similar 
features. 

VI. CONCLUSION

The proposed approach to the problem of online learning 
to rank using training data stream is based on combining of 
dynamic items clustering in feature space and recurrent 
utility function estimating on clusters. The obtained model of 
learning ranking function is a linear combination of kernel 
functions with recurrently tuning parameters, at that the 
complexity of utility function model is determined by the 
number of clusters. 

Implementation of the proposed method of online ranking 
learning on clusters first of all involves the improvement of 
algorithms of both cluster parameter and average clusters 
rank estimating. For this purpose it seems expedient to use 
semi-supervised clustering methods with partial use of data 
describes relative ranks. Further development of the 
proposed approach can be carried out in the direction of 

optimizing the number of clusters in feature space using the 
complexity ratings of learning ranking model. 
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