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Abstract—The usage of linguometry and stylometry 
technologies for author’s style detection is discussed. The 
statistical linguistic analysis of author’s text uses the 
advantages of content monitoring based on NLP methods for 
stop words definition. They are used in stylometry for 
definition of attribution degree of analyzed text to the specific 
author. The formal approach for Ukrainian language text 
author’s style definition is proposed. 
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I. INTRODUCTION

The strategic task of scientific and educational 
organizations is the formation of scientific elite, able to 
contribute to economic growth by introducing innovative 
products in industry, agriculture, medical services and 
information technologies. They would be able to support the 
sustainable and continuous growth of Ukrainian economy. 
The effectiveness of education and science is a constant 
concern for government and public organizations. Plagiarism 
negatively affects the quality of education and science [1]. 
Academic integrity is a rather broad term. It is understood as 
a set of ethical principles and rules defined by laws which 
should be followed by all participants of educational process 
in study, scientific research with the ultimate purpose of 
creating trust in objectivity of educational or scientific 
accomplishments. Attaining academic integrity requires a 
systemic approach combining the implementation of various 
organizational, educational, and technical measures. Among 
important technical solutions in this area is the creation of 
repository of academic texts of organization and National 
repository of academic texts (NRAT); and using information 
system (IS) for plagiarism detection in scientific articles 
which detects similarities based on data from NRAT and 
Internet. In article [2] plagiarism is subdivided in four kinds, 
each of them having the distinct purpose. Depending of 
activity type and application area, plagiarism can be: 

• professional (acquisition of intellectual, creative and
professional achievements of other people with a
professional purpose;

• educational and scientific (appropriation of
intellectual property uniquely in process of attaining a
scientific degree, or qualification certification, or
confirming existing degree);

• social (similar to professional, but not occurring in
professional environment);

• normative (appropriation of results of methodical,
scientific work, laws and bills developed by other
people, also practical solutions).

Depending on form, we establish following types of 
plagiarism: 

• Full or partial copying of author’s work using
linguistic, lexical and technological interpretation
(implemented by most of existing plagiarism
detectors).

• Appropriation of the main idea (hard to detect,
because there are no methods in existing systems
allowing to extract and analyze meaning of
document).

• Plagiarism implying the use of references, while
citing other works, referencing non-existing or non-
relevant sources, presenting facts from other research
without referencing it (partially implemented in some
plagiarism detecting systems);

• When plagiarized work is not created by putative
author himself, but bought from certain organization
or person producing such works commercially and
attributed to buyer. The detection of such type of
plagiarism requires the definition of original writer’s
style using as a sample his other works. This
important problem is addressed in this article.

II. BACKGROUND ANALYSIS

For automatic detection of language formatted excerpts 
of text are analyzed: letters are ordered in diminishing order 
according to frequencies of their appearance in excerpt 
(frequencies are shown), capitals and small letters are not 
distinguished. We can analyze the data and detect the 
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language of text using one of three methods presented in [3-
9]:  

• Frequencies of vowels and consonants in text,

• Frequencies of voiced, voiceless, nasal and other
types of letters and their combinations,

• Frequencies of letter’s usage.

In order to research peculiarities of author’s style various
individualized lexical metrics were defined. Among them are 
continuity, lexical variety, syntactic complexity, indices of 
concentration and uniqueness for fragments from author’s 
text and other text. Next, using those metrics, internal 
dynamics of text is analyzed and finally, the degree of 
appropriation of analyzed text to a specific author is defined 
[10]. In order to define the degree of plagiarism a summary 
grouping table is built. In this table are placed, calculated 
previously for sets of texts with similar content, the average 
group values of continuity, lexical variety, syntactic 
complexity, indices of concentration and uniqueness [11].  

The area of standard deviations is defined and thus the 
lexical similarity of analyzed fragments is compared to 
benchmark [12]. The author of text is defined based on 
analysis of his formatted text [13]. Words are placed in 
falling order according to their usage frequency in text 
fragment. The type of speech (direct or indirect) is noted. 
Common names are removed from text fragment. Author of 
text fragment or of a whole text is defined when possible 
using frequency dictionaries [14]. The analysis of authorship 
is based of definition of differences between individual 
author styles [15]. The uniqueness of style make author’s 
language dynamic, memorable, easier to understand. 
However it is important to differentiate between individual 
style characteristics and characteristics common to authors 
[16]. The degree of authorship attribution of particular work 
includes credibility, authenticity of such work characteristics 
as author, time and place of creation. This degree is defined 
based on analysis of stylistic and technical distinctions [17]. 

III. STATEMENT OF PROBLEM

Our work aims to detect plagiarism in scientific articles 
by analysis of author style on a deeper level. We are treating 
this task as a text classification problem (fig. 1), where every 
document belongs only to a specific category/class/author. 
As initial dataset we use one-author articles of 100 Ukrainian 
scientists, 10 articles from each.  

Thus, we analyze the collection of 1000 texts. For each 
category benchmarks which correspond to the style are 
defined. For each of researched text the coefficient of 
attribution to specific categories is calculated. For author’s 
style definition the methods of machine learning were used 
(Bayesian classificator and reference vector method). Using 
our dataset we also obtained such quantitative characteristics 
of author’s style as coefficient of text variability, degree of 
syntactic complexity, continuity, and uniqueness and 
concentration indices [3-5].  

The stage of text preprocessing is rather time consuming 
and consists of primary processing of linguistic data 
(building of distribution sequences, calculating statistics and 
other linguometric characteristics), lexicographical 
processing of textual data (creating frequential and 
alphabetically frequential dictionaries for texts of specific 

author, dictionaries of concordances, referential words, and 
author’s style keywords) and applying methods of stylometry 
for authorship attribution [18-24]. 

Fig. 1.  The general scheme of authorhip attribution workflow 

It is practically impossible to do this without preceding 
analysis of author’s works represented in form of benchmark. 
The linguistic analysis and interpretation of stylistic 
properties and regularities of author’s style is done using 
methods of content analysis and has following steps: the 
correct selection of texts; lemmatization of text units; 
removing heterogeneity of text units; building dictionaries 
and based on them creating statistical distributions within 
corresponding frequential linguistic dictionary scales; search 
of parameters which adequately represent the structure of 
frequential dictionary; reviewing parameters for 
effectiveness; mathematical modeling and analysis of lexical 
and statistical distributions; creating statistical classifications; 
results interpretation and definition of benchmarked 
coefficients of text diversity for the specific author. An 
important part of this process is the definition of correct 
keyword dictionaries of author’s style.  

We developed a system allowing to select language(s) 
used in text. The access to the process of keywords definition 
based of thematic words stems is provided by Victana 
(victana.lviv.ua) resource [25]. When building such 
dictionaries from Ukrainian texts the word stems should be 
taken without inflections.  

IV. THE METHOD OF AUTHOR’S STYLE DEFINITION FOR
TEXTUAL CONTENT

The linguistic and statistical basis for research of text
attribution is based on works [3, 18–23]: 

1) primary processing of linguistic data (building
distribution sequences, calculating statistics, statistical 
metrics and other linguometric parameters),  

2) lexicographic processing of textual data (creation of
frequential and alphabetically frequential dictionaries, 
dictionaries of concordances, referential words, and author’s 
style keywords).  

The usage of linguometric methods for statistical 
description of text supports research in the domain of 
authorship [24]. The method of linguistic analysis and 
interpretation of stylistic features and regularities of writer’s 
style (or style of specific historical period) uses algorithm 1.  

Algorithm 1. The linguistic analysis and interpretation of 
stylistic features and regularities of specific author’s style. 

Stage 1. Texts selection. It is important how texts are 
selected and the size of selection: for reliable definition of 
characteristics the required selection size is at least 18 
thousand words [26-31]. 
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Stage 2. The lemmatization of textual units.  Unification 
of different words according to lemmas of language [5]. 

Stage 3. Removing disparity of textual units. Resolving 
the problem of text units’ disparity, such as the usage of 
direct and indirect speeches. 

Stage 4.Building a system of frequential dictionaries and, 
based on it, creation of the statistical distributions within 
corresponding frequency scales. Frequential dictionary is a 
type of dictionary where the usage frequency of specific 
language object is noted (word composition, word form, 
collocations, idioms, phrases) in different texts of specific 
size. Usually the absolute and relative frequency of language 
units usage is shown, in fall down order [3]. 

Stage 5. Search for parameters which adequately reflect 
the structure of frequential dictionary. The number of 
parameters is different. For example, for description of 
French texts from XVII century 51 parameters were 
proposed [26-31]. The common parameters found in [27–30] 
allow to formulate several linguo-statistical methods for text 
research: 

– the method of supporting words (calculation of usage
frequency and percent of auxiliary words [18–22]: such as 
pronouns, prepositions, conjunctions and determiners; 

– the method of punctuation marks (only calculate the
number of internal and external punctuation marks); 

– the method of words (only calculate the number of
words of specified length); 

– the method of sentences (only calculate the number of
sentences of specific length); 

– the syntactic method (calculate the number of
punctuation marks, words and sentences of specified length); 

– the combined method (the combination of supporting
words method and syntactic method). 

Stage 6. Checking the effectiveness of parameters. 
Applying known methods for selected parameters 
effectiveness verification. 

Stage 7. Mathematical modeling of lexico-statystical 
distributions. Applying known methods of mathematical 
modeling of lexico-statystical distribution. 

Stage 8. Building of statistical classifications (author’s 
benchmarks) reflecting the stylistic regularities within works 
of specified author or specific literary epoch (or the sequence 
of literary epochs). 

Stage 9. The interpretation of obtained results from the 
perspective of historical and linguistic knowledge, general 
and historical stylistics. 

Using algorithm 1 we perform the task of authorship 
attribution which can be described as follows. Suppose, that 
there is a benchmark statistically reflecting all author’s 
works. We should evaluate the belonging of specific texts to 
benchmark using corresponding methods. Let’s consider as 
example the works of Author 1 and her publications from 
[32-40]. Assume that author’s benchmark is already built, 
that tasks of selecting texts, lemmatization and non-
uniformness problems are already resolved and frequential 
dictionary is created [3, 41-48]. We will use the method of 
supporting words for attribution and will represent results as 

correlation coefficients and also graphically. Separately, we 
will also note the evolution of relevance of one of text’s 
parameters – auxiliary words- for authorship attribution: 
pronouns, conjunctions, prepositions [49-64].  

For individual writer’s style definition the auxiliary 
words are significant because they are not influenced by 
book theme or content [3]. We will assume that this 
parameter is effective for authorship attribution and will use 
a list of 71 auxiliary stop-words [41-48, 55-69].  

V. THE RESULTS OF EXPERIMENTS 

Let’s take four arbitrary fragments from [3-5, 25], 
formatted depending on attribution method: from each 
fragment only prepositions, conjunctions and pronouns are 
used. The overall number of word usages is calculated and 
common names are excluded. For each of fragments we 
define the absolute frequency (AF) and relative frequency 
(RF) of auxiliary word appearance and also the relative 
frequency of this word appearance in benchmark. Figure 2 
shows the graphical representation of relative frequency of 
stop words appearance in Fragment 1 and in benchmark. The 
coefficient of correlation for auxiliary words in this case is 
Re-У1=0,6076.  
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Fig. 2.  Relative frequency of auxiliary words appearance in fragment 1 
and benchmark 
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Fig. 3.  Relative frequency of auxiliary words appearance in fragment 2 
and benchmark. 
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Fig. 5.  Relative frequency of auxiliary words appearance in fragment 4 
and benchmark 

The graphical representation of relative frequency of 
auxiliary words appearance in fragment 2 and benchmark is 
shown on fig. 3. The coefficient of correlation in this case is 
Re-У2=0,7066. The graphical representation of relative 
frequency of auxiliary words appearance in fragment 3 and in 
benchmark is shown on fig. 4. The coefficient of correlation 
in this case is Re-У3=0,2810. The relative frequencies of 
auxiliary words in fragment 4 and benchmark are presented 
in fig.5. The coefficient of correlation is Re-У4=0,7326. The 
correlation coefficients for each auxiliary word for fragments 
1-4 are summarized in Table I. After the analysis of
correlation coefficients for auxiliary words we conclude that
probability of relatedness of fragments to benchmark is
largest for fragment 4, the next is fragment 2 and then
fragments 1 and 3. Let’s note, that for all four fragments
there are high correlations for prepositions. This could be
interpreted as prepositions not influencing the author’s style.
Additionally, for selected text fragments, we analyzed the
frequency of only pronouns and only conjunctions
appearance and calculated corresponding correlation
coefficients. The comparison of results is shown in Table II.

TABLE I. CORRELATION COEFFECIENTS FOR AUXILIARY WORDS 

Fragment Pronoun Conjunction Preposition 

1 Re-У1Z=0,72 Re-У1S=0,79 Re-У1C=1 
2 Re-У2Z=0,4928 Re-У2S=0,5714 Re-У2C=0,9580 
3 Re-У3Z=0,1517 Re-У3S=0,1624 Re-У3C=0,8800 
4 Re-У4Z=0,5639 Re-У4S=0,9544 Re-У4C=0,9594 

TABLE II. CORRELATION COEFICIENTS FOR EVERY FRAGMENT 

Coefficient Fragment 1 Fragment 2 Fragment 3 Fragment 4 

Re-У 0,6076 0,7066 0,2810 0,7326 
R′e-У  0,6900 0,4913 0,2254 0,6905 

Fragment 4 is still has the biggest probability of being 
related to benchmark, after it with a small gap go fragments 
1, 2, 3. The order is the same as was in previous experiment. 
For confirmation of results we refer to [25], which provided 
fragments for experiment. Thus, the usage of supporting 
words method lead to following results: among researched 
fragments the greatest probability of relatedness to 
benchmark is obtained for the fragment which in fact belongs 
to it [25]. Other results also confirm the applicability of 
supporting words method for texts authorship attribution. 
Accordingly, in first experiment the second greater 
probability of being related to benchmark is assigned to 
fragment of another text by the same author. Fragment 1 
which also belongs to benchmark, lost to fragment 4 only 
one tenth in correlation coefficient value. Also adequate is 
the result for fragment 3, which is represents a text nearly 

one hundred years distant in its creation time from 
benchmark. The hypothesis made in [25] that prepositions as 
method parameters have no influence on author’s style 
definition lead to reduction of correlation coefficients, but 
put the probability of relatedness to benchmark in right order. 
Most of all, the difference between correlation coefficients 
for fragments 1 and 4 was considerably reduced and had 
value of 0,0005. However, for confirmation or refutation of 
claim that prepositions are not an important factor in 
authorship definition additional research should be done.  

VI. CONCLUSION

In this work the importance of textual works analysis for 
plagiarism was shown, types of plagiarism were reviewed 
and approach to detect author’s style was described. The 
authors researched machine learning methods and linguistic 
metrics for definition of author’s style based on corpus of 
Ukrainian academic articles. The publications authored by 
several people present a separate problem. The definition of 
style in this case is more complex because styles of different 
authors are superimposing. In this case it is difficult to detect 
whether the academic work was created by commercial 
writer. 
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