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Abstract— In this paper the autoencoder based on the 
generalized neo-fuzzy neurons is proposed. Also its fast 
learning algorithm based on quadratic criterion was proposed. 
Such system can be used as part of deep learning systems. The 
proposed autoencoder is characterized by high learning speed 
and less number of tuned parameters in comparison with well-
known autoencoders of “bottle neck” type. The efficiency of 
proposed approach has been justified based on different 
benchmarks and real data sets. 

Keywords—autoencoder, deep learning network, neo-fuzzy 
neuron, fast learning algorithm, data compression. 

I. INTRODUCTION

Nowadays the deep neural networks (DNN) [1-4] are 
becoming more widespread for solving the many type Data 
Mining tasks, first of all, due to the significantly higher 
quality of information processing in comparison with 
conventional shallow neural networks (SNN). But such 
higher quality is achieved at the cost of very slow learning 
speed. This fact doesn’t allow to use existed DNN in the 
Data Stream Mining tasks when the information is fed 
sequentially in online mode. In the connection with that, the 
reducing the learning time is a very actual problem. 

The important part of any DNN is the subsystem of input 
information compression, which is named an autoencoder 
that provides the dimensionality reduction of the input 
vectors-patterns without significant loss of an information. 
Such reduction process allows avoiding the undesirable 
effects, which are provided by «curse of dimensionality». 
One of most well-known autoencoders is the autoassociative 
multilayer perceptron “bottle-neck”, which provides the 
optimal information compression, but also needs more 
learning time. 

To overcome the difficulty, which is connected with low 
learning speed, we can use the hybrid systems of 
computational intelligence instead of the classical neural 
networks that are constructed based on the elementary 
perceptron of F. Rosenblatt. The neo-fuzzy neuron (NFN), 
which was proposed by T. Yamakawa and co-authors in [5-
7] can be used as the structural block of such systems. The
NFN is defined by high approximation properties and

simplicity of learning process. It should be noticed, the 
learning process of the NFN can be optimized by speed [8] 
because the output signals of the NFNs are linearly 
dependent on the tuned synaptic weights. 

The neuro-fuzzy Kolmogorov's network using the NFNs 
was introduced by authors in [9-13]. Such network has the 
two layers for information processing and is characterized by 
the universal approximation properties according to A. 
Kolmogorov - V. Arnold theorem. Using these networks, the 
authors in [14] have proposed the neuro-fuzzy model for the 
dimensionality reduction, which is learned using error 
backpropagation algorithm with gradient methods. In [15-17] 
the optimized learning algorithms for two-layer autoencoders 
based on the neo-fuzzy neurons were proposed, which allow 
significantly reducing the learning time. 

In the same time the hybrid systems of computational 
intelligence with many inputs and many outputs, which are 
constructed based on neo-fuzzy neurons, have an abundant 
number of membership functions. It is possible significantly 
to reduce the number of these functions, using the so-called 
generalized neo-fuzzy neuron (GNFN) [18]. GNFN is the 
extension of NFN for a multidimension case and contains 
less number of membership functions. 

Therefore, in the paper, the architecture of two-layer 
autoencoder based on GNFN and its optimized learning 
algorithms are proposed. Such approach allows reducing the 
time of information preprocessing in DNN. 

II. THE ARCHITECTURE OF AUTOENCODER BASED ON GNFN
The proposed autoencoder has the architecture, which is

shown on Fig. 1. Such architecture consists of two 
sequentially connected layers, which are presented by the 
generalized neo-fuzzy neurons GNFN[1] and GNFN[2]. The 
input signals ( )1( ) ( ), , ( ), , ( ) T n

i nx k x k x k x k R= Î  , 
1, 2, , ,k N=    are fed to the GNFN[1], which consists of 

n  multidimensional nonlinear synapses [1]
iMNS , 

1, 2, ,i n=  . Each of them has the one input, m  outputs, h
membership functions [1] ( ( )), 1, 2, ,li ix k l hm =   and mh  
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tuned synaptic weights [1] , 1,2, ,jliw j m=  . The architecture 
of GNFN[1] is shown on Fig. 2. 
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Fig. 1. Autoencoder based on GNFNs 

The output of the first autoencoder layer is the 
compressed vector of signals 

( )1( ) ( ), , ( ), , ( )
T m

j my k y k y k y k R= Î  , m n< , which at
the same time is the output of system in whole. This signal is 
fed to the inputs of GNFN[2], which differs from GNFN[1] 
only in that it has m  inputs, m  multidimensional nonlinear 
synapses [2]

jMNS , each of them has one input, n  outputs, h
membership functions [2] ( ( )), 1,2, ,lj jy k l hm =   and nh
tuned synaptic weights [2]

iljw . In total, the autoencoder 
contains 2nmh  tuned synaptic weights and ( )n m h+
membership functions that is significantly less than in the 
systems, which were described in [14-17]. 

The output of GNFN[2] is the recovered vector of input 
signals ( )1ˆ ˆ ˆ ˆ( ) ( ), , ( ), , ( ) T

i nx k x k x k x k=   , at that the less 
mismatch between ( )x k  and ˆ( )x k , the higher the quality of 
the information compression by the autoencoder. 

Therefore the autoencoder under consideration is the 
autoassociative hybrid neo-fuzzy system like «bottle-neck» 
system. 

In general, the proposed system implements the mapping 
of “input-output” in the form 

[2] [2] [1]

1 1 1

ˆ ( ) ( ( )) ( ( )) ,

1,2,

m m n

i ij j ij ji i
j j i

x k y k x k

i n

j j j
= = =

æ ö÷ç ÷= = ç ÷ç ÷çè ø

" =

å å å


 where [1] ( )jij  , [2] ( )ijj   are the nonlinear transformations, 
which are implemented by the multivariate nonlinear 
synapses of the autoencoder layers. 

These transformations can be written in the form 

[1] [1]

1 1

( ) ( ( )), 1,2, ,
n h

j jli li i
i l

y k w x k j mm
= =

= " =åå  , 

[2] [2]

1 1

ˆ ( ) ( ( )), 1, 2,
m h

i ilj lj j
j l

x k w y k i nm
= =

= " =åå 

or finally 

[2] [2] [1] [1]

1 1 1 1

ˆ ( ) ( ( ))
m h n h

i ilj lj jli li i
j l i l

x k w w x km m
= = = =

æ ö÷ç ÷= ç ÷ç ÷çè øåå åå . (1) 

It should be noted the multidimensional nonlinear 
synapses in general case describe the Takagi-Sugeno-Kang 
(zero order) neuro-fuzzy system (Wang-Mendel system), i.e. 
has high approximation properties, and the transformation 
(1) describes the autoassociative variation of the neuro-fuzzy
Kolmogorov's network, i.e. is the universal approximator.

In the simplest case as the membership function 
conventional triangular functions can be used, which have 
been used by the authors of the neo-fuzzy neuron [5-7] and 
can be written in the form 
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Fig. 2. Multidimensional nonlinear synapce of first layer 
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(3)

where [1]
,l ix , [2]

,l jy , 1, 2, ,l h=   are the centers of the 
activation functions, in simplest case they are equidistributed 
along the axes ix , jy . 

The membership functions (2), (3) fulfil Ruspini 
conditions: 

[1] [1] [1] [1]
1, , 1, ,

[1] [1] [1] [1]
, 1, , 1,

[2] [2] [2] [2]
1, , 1, ,

[2] [2] [2]
, 1, ,

( ) ( ) 1, [ , ],

( ) ( ) 1, [ , ],

( ) ( ) 1, [ , ],

( ) ( ) 1, [

l i i l i i i l i l i

l i i l i i i l i l i

l j j l j j j l j l j

l j j l j j j l j

x x if x x x

x x if x x x

y y if y y y

y y if y y

m m

m m

m m

m m

- -

+ +

- -

+

+ = Î

+ = Î

+ = Î

+ = Î [2]
1,, ].l jy +

ìïïïïïïïíïïïïïïïî

This fact significantly reduces the learning process, 
because in each instant of time k  only two nearest-neighbor 
membership functions are fired and accordingly that not all 
synaptic weights are adjusted, but only 4nm ones of them. 

III. THE LEARNING OF THE GNFN AUTOENCODER

As a rule, the supervised learning process of the hybrid 
systems of machine learning is reduced to tuning the synaptic 
weights set with the goal of minimizing the accepted (usually 
quadratic) learning criterion. 

Introducing into consideration the vector of membership 
functions 

([1] [1] [1] [1] [1]
11 1 21 1 1 1 12 2( ( )) ( ( )), ( ( )), , ( ( )), ( ( )),hx k x k x k x k x km m m m m= 

)[1] [1], ( ( )), , ( ( ))
T

li i hn nx k x km m  , ([2] [2]
11 1( ( )) ( ( )),y k y km m=  

[2] [2] [2] [2]
21 1 1 1 12 2( ( )), , ( ( )), ( ( )), , ( ( )), ,h lj jy k y k y k y km m m m  

)[2] ( ( ))
T

hm my km  with dimensions ( 1)hn´ , ( 1)hm´

respectively and synaptic weights matrices 

[1] [1] [1]
111 121 1
[1] [1] [1]

[1] 211 221 2
[1]
2

[1] [1] [1]
11 21

hn

hn

hn

m m mhn

w w w
w w w

W
w

w w w

æ ö÷ç ÷ç ÷ç ÷ç ÷ç ÷= ç ÷÷ç ÷ç ÷ç ÷ç ÷ç ÷è ø




  


,  

[2] [2] [2]
111 121 1
[2] [2] [2]

[2] 211 221 2
[2]
2

[2] [2] [2]
11 21

hm

hm

hm

n n nhm

w w w
w w w

W
w

w w w

æ ö÷ç ÷ç ÷ç ÷ç ÷ç ÷= ç ÷÷ç ÷ç ÷ç ÷ç ÷ç ÷è ø




  


  

of dimensions ( )m hn´ , ( )n hm´  respectively. Then the 
mapping, which realized by GNFN[1], can be written in the 
form 

[1] [1]( ) ( ( ))y k W x km=  

and GNFN[2] 

[2] [2]ˆ( ) ( ( ))x k W y km= . 

In general, the autoencoder realizes a mapping in the 
form 

[2] [2] [1] [1]ˆ( ) ( ( ( )))x k W W x km m= , (4)

Lviv Polytechnic National University Institutional Repository http://ena.lp.edu.ua



116 

which is the generalization of the expression (1). During 
the learning process the matrix [1]W , [2]W  have to be obtain, 
which provide an optimal compression of the initial data set. 

For tuning synaptic weights of GNFN[2] we can introduce 
into consideration the error of the recovering i- th element 
of input signal ( )ix k  in the form 

[2] [2]

1 1

[2] [2]

ˆ( ) ( ) ( )

( ) ( 1) ( ( ))

( ) ( 1) ( ( ))

i i i
h m

i ilj lj j
l j

i i

e k x k x k

x k w k y k

x k w k y k

m

m
= =

= - =

= - - =

= - -

åå  

(here [2] ( 1)iw k-  is the i- th row of the weights matrix 
[2]W ) and standard learning criterion for i- th output 

( )22 [2] [2]( ) ( ) ( ) ( 1) ( ( ))i i i i
k k

E k e k x k w k y km= = - -å å .

The gradient procedure for minimization of the criterion 
( )iE k  can be written in the general form 

[ 2]

[ 2]

[2] [2] [2]

[2] [2] 2

[2] [2] [2]

[2]

[2] [2] [2]

( ) ( 1) ( ) ( )

( 1) ( ) ( )

( 1) ( ) ( ) ( ( ))

( 1)

( )( ( ) ( 1) ( ( ))) ( ( )),

i

i

i i iw

i iw

T
i i

i
T

i i

w k w k k E k

w k k e k

w k k e k y k
w k

k x k w k y k y k

h

h

h m

h m m

= - -  =

= - -  =

= - + =

= - +

+ - -

  (5) 

where [2] ( )kh  is a learning rate coefficient of the output 
layer. 

To increase learning process speed based on algorithm in 
the form (5) we can use either the standard recurrent least 
square method in the form 

[2] [2]
[2] [2]

[2] [2] [2]

[2] [2]

[2] [2] [2] [2]

[2] [2] [2]

( ) ( ( )) ( 1)
( ) ( 1) ,

1 ( ( )) ( 1) ( ( ))
( ) ( 1)

( 1) ( ( )) ( ( )) ( 1) ,
1 ( ( )) ( 1) ( ( 1))

T
i

i i T

T

T

e k y k P kw k w k
y k P k y k

P k P k
P k y k y k P k

y k P k y k

m
m m

m m
m m

ìï -ï = - +ïï + -ïïïï = - -íïïï - -ï -ïï + - -ïïî

or one-step optimal algorithm in the form [19]: 

[2] [2] [2]( ) ( 1) ( ) ( ( ))i i iw k w k e k y km += - + (6)

(here 
2[2] [2] [2]( ( )) ( ( )) ( ( ))Ty k y k y km m m

-+ = ) or the 
algorithm, which has both tracking and smoothing properties 
[20]: 

[2] [2] 2 1 [2]

2[2] [2] [2]

( ) ( 1) ( ( )) ( ) ( ( )),

( ) ( 1) ( ( ))

T
i i iw k w k r k e k y k

r k r k y k

m

a m

-ìï = - +ïïíï = - +ïïî
(7)

where 0 1a£ £  - forgetting factor. 

It can be seen that if 0a= , then the algorithm (7) 
coincides with expression (6). 

The tuning of synaptic weights matrix is performed based 
on the error backpropagation procedure [21]. At that, we can 
write similarly to (5) 

[1]

[1]

[1] [1] [1]

[1] [1] 2

( ) ( 1) ( ) ( )

( 1) ( ) ( )
j

j

j j iw

j iw

w k w k k E k

w k k e k

h

h

= - -  =

= - - 

or element-wise 

2
[1] [1] [1]

[1]

2
[1] [1]

[1]

[2]
[1] [1] [1] [2]

1

( )
( ) ( 1) ( )

( )ˆ( ) ( )
( 1) ( )

ˆ ( ) ( )

( ( ))
( 1) ( ) ( ) ( ( )) ( ) .

i
jli jli

jli

ji i
jli

i j jli

h
lj j

jli i li i ilj
l j

e kw k w k k
w

y ke k x k
w k k

x k y k w

y k
w k k e k x k w k

y

h

h

m
h m

=

¶
= - - =

¶

¶¶ ¶
= - - =

¶ ¶ ¶

¶
= - +

¶å

In the case, if the membership functions’ centers in the 
output layer are uniformly distributed in the line of X-axis 
we can write  

[2] [2] 1 [2] [2]
, 1, 1, ,[2]

[2] [2] 1 [2] [2]
, 1, , 1,

( ) , ( ) [ , ],
( ( ))

( ) , ( ) [ , ],

0

l j l j j l j l j

lj j
l j l j j l j l j

j

y y if y k y y
y k

y y if y k y y
y

otherwise

m
-

- -

-
+ +

ìï - Îïï¶ ïï= - Îíï¶ ïïïïî

 

or introducing the notations 

[2] [2] 1
, 1,( )l j l jy y y-

-- =D ,

[2] [2] 1
, 1,( )l j l jy y y-

+- =-D , 

we can obtain the compacted expression 

[2] [2]
1, ,[2]
[2] [2]
, 1,

, ( ) [ , ],
( ( ))

, ( ) [ , ],

0 .

j l j l j

lj j
j l j l j

j

y if y k y y
y k

y if y k y y
y

otherwise

m
-

+

ìïD Îïï¶ ïï= -D Îíï¶ ïïïïî

Further, introducing the new notations 
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[2] [2]
1, ,

[2] [2] [2] [2]
, 1,

1

, ( ) [ , ],
( ) , ( ) [ , ], ( )

0

j l j l jh

ilj j l j l j ij
l

y if y k y y
w k y if y k y y w k

otherwise

-

+
=

æ öD Î ÷ç ÷ç ÷ç ÷-D Î =ç ÷ç ÷ç ÷÷ç ÷çè ø
å  , 

we can write the procedure for adjusting the synaptic 
weights of the first layer 

[1] [1] [1] [1] [2]( ) ( 1) ( ) ( ) ( ( )) ( )jli jli i li i ijw k w k k e k x k w kh m= - +  . 

Choice of the learning rate parameter can be provided 
like (7), at that 

2[1] [1] 1 [1] [1] [1]( ) ( ( )) ; ( ) ( 1) ( ( ))k r k r k r k x kh a m-= = - + . 

In distinction from autoencoders, which are described in 
[14-17] the proposed system contains less number of the 
membership functions (it reduces its computational 
implementation) and has a high speed of learning algorithm 
due to the optimized choice of learning rate parameters. 

IV. EXPERIMENTS

The effectiveness of proposed approach has been 
performed using data sets from UCI Repository of machine 
learning databases [20]. We take three data set: Iris, 
Parkinsons,Wine. Iris data set consists of 150 observations 
with 4 attributes and 3 classes, Wine data set consists of 178 
observations with 13 attributes and 3 classes, Parkinsons data 
set consists of 197 observations with 23 attributes and 3 
classes. The obtained results based on proposed autoencoder 
have been compared with the results based on 
autoassociative autoencoder “Bottle Neck” The data 
dimension after compression was 3 components for 
simplicity of visualization. The results were averaged after 
20 times simulation with a different start condition for 
learning algorithm. 

TABLE I. RESULTS OF SIMULATION BASED ON PROPOSED 
AUTOENCODER 

Autoencoders 

Data Sets 

Error 
Learning time, sec. 

Min Max 

Proposed autoencoder 
Iris 0.19 2.31 3.91
Wine 0.51 2.60 4.12
Parkinsons 0.83 6.45 7.32 

Autoassociative 
autoencoder “Bottle 
Neck” 

Iris 0.486 4.12 6.22
Wine 0.903 6.44 8.26
Parkinsons 0.593 9.21 10.98 

It should be noticed, data, which are compressed based 
on proposed autoencoder, are more compact clusters than 
data, which are compressed using the autoassociative 
autoencoder “Bottle Neck”. 

V. CONCLUSIONS 

In this paper, the autoencoder based on the generalized 
neo-fuzzy neuron and its learning algorithm are proposed. 
Such system can be used as part of deep learning systems or 
as separated autoencoder for solving compression tasks in 
the machine learning problems. The proposed autoencoder is 

co-called autoassociative “bottle-neck” system of 
computational intelligence but is characterized by high 
learning speed and less number of tuned parameters in 
comparison with well-known autoencoders, that allow using 
such system in Data Stream Mining. The efficiency of 
proposed approach has been justified based on different 
benchmark and real data set, obtained results have confirmed 
the advantages of the proposed autoencoder based on 
generalized neo-fuzzy neuron. 
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