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provides highlevel information of video content that seems to

be a useful clue in the multimedia indexing system. Usually, it

provides information about when, where and who elements of

the news video events. However, text detection and localization

in the video frame is still a challenging problem due to the

numerous difficulties resulting from the variety of text features

(size, color, and style),the presence of complex background

and conditions of video acquisition. The second problem

concerns the extraction of knowledge from textual data in

order to provide relevant and accurate information. This poses

a challenge to the scientific community that must be able to

propose effective systems for the extraction of information

in particular with the diversity of fields applications and the

peculiarity of the studied language .

To treat these various problems, we propose in this article

an approach of video indexing using the semantic contents of

document. This approach is based on a conceptual description

of the contents. Each video document is described by list

of concepts (person, localities, etc.). This description makes

possible to abstract the semantic content resulting from various

sub-media (image, audio, text). . The main challenge is how

extract semantic information from text signal in order to

provide a high description of video content .

The rest of this paper is organized as follows: In Section

2,we presented state-of-the-art of semantic video indexing

systems . Section 3 presents an overview of video indexings

levels. In section 4 details the experimentation of proposed

approach , followed by conclusions in Section 5.

II. STATE OF THE ART

In this part, we present a categorization of approaches and

methods proposed in the literature for video modeling and

retrieval. There are two basic classes.

The first class focuses on low-level features extraction

[1] [2] from audiovisual information such as color, shape,

texture or motion that characterize visual low level content.

The major disadvantage of these approaches is the lack of

Abstract—In these last years, many works have been published
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the set of important events and concepts in the document, this
research is generally limited to analyzing low level content. In
this paper, we introduce an approach for semantic video indexing
that combines two levels of descriptions. First, we extract
automatically textuel information from video frames.The second
part of our approach consists to exploit linguistic techniques and
semantic network in order to extract semantic concepts such as
person identity, location name, event type etc .These informations
are then used for semantic description of video content .Our
proposed approach was tested on video collection of Arabic TV
news and experimental results have been satisfying.
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I. INTRODUCTION

The quantity of audiovisual information has increased dra-

matically with the emergence of the high-speed Internet and

TV channels. In addition, the technological advances in recent

years in the field o f i nformatics ( storage a reas m ore and

more considerable, digitization of data, etc.) have helped

to simplify the use of data videos in various areas by the

public. The complexity of video data at the level structure

and heterogeneity has been the source of various research

work. The major challenge of the latter is the establishment of

systems to allow the user, even casual, to access and interpret

easily the video data. In this context, the description of the

content of a document video through the indexing process is

a decisive step. In effect, the indexing is present upstream

of any treatment approach of video data. The indexing is

the operation that is to extract a digital signature or text,

which describes the content accurately and concisely. The

success of this step depends, as well, the success of any

process of access to video data. Text embedded especially

the artificial t ext i n v ideo f rames i s o ne o f t he important

semantic features of the video content analysis. This type of

text is artificially added to the video at the time of editing and
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semantic description. However, users can’t express their query

to retrieve video segment using semantic description. These

kinds of systems dont efficiently resolve the problem of video

parsing that exploits semantic content.

Second, the semantic information that makes physical in-

formation comprehensible by user. This second level makes

possible to support the ”interface” between the user and the

machine and to exploit thus the video contents more easily. To

make possible the complementarity between the two points of

views, it will be necessary to design an approach that exploits

in the same time the semantic and the signal content [3].

In [6], the authors propose a multilingual information ex-

traction (IE) system for annotating sports videos in English,

German, and Dutch using ASR (Automatic speech recogni-

tion) tools. The IE components of this system include tools

for tokenizing, part-of-speech tagging, knowledge extraction,

and coreference resolution. [7], the systems aim is to perform

automatic knowledge extraction from Italian TV news. This

system also utilizes an ASR tool to obtain the video texts and

IE techniques (named entities recognition). Another semantic

video annotation application called Rich News has been de-

scribed in [8], where the authors make use of the resources

on the web to enhance the indexing process. The overall

system contains the following modules: automatic speech

recognition, key-phrase extraction from the speech transcripts

and searching the video using key phrases. Moreover, the

proposed system allows also manual annotation to ameliorate

segmentation results. [9]a system has been implemented to

annotate Turkish news video using video text as a source

of information and IE techniques including named entity

recognition, person entity extraction, co-reference resolution,

and semantic event interpretation. For better knowledge, our

work presents the first attempt for semantic Arabic news video

indexing based on text analysis and information extraction (IE)

techniques that subsume low and conceptual features of video

content.

III. PROPOSED SYSTEM

In this part, we present an overview of our semantic video

indexing system. Fig.1 illustrates the framework of the pro-

posed system, which are based on three levels . The first level

puts a focus on low-level processing such as video segmenta-

tion, text detection and recognition. The second level seeks for

extracting the semantic concepts including named entity such

as a name of person, organization, location and event. In the

final step, our work is based on the construction and a semantic

network that addresses the taxonomic and contextual relations

between concepts. This step aims to enhance the semantic

content in terms of indexes generated by the second step. We

detail the different stages of our proposed system and their

goals in the following sub-paragraphs.

A. Level 1:Low-level processing

Key-frames extraction: In this work, we have applied a

temporal segmentation based on the following assumption the

text in the image requires at least two seconds to be readable

Fig. 1. Proposed system of Arabic news video indexing.

by the user, to generate shots. Then for each video shot, the

middle image will be selected as a key-frame.

Text detection and localization : After key-frame extrac-

tion, text information is detected and extracted from each

key-frame. Our text detection method relies on two neces-

sary steps: text detection and text validation. The first step

detects connected components (CC) using a hybrid method

which combines MSER and edge information. These CC are

then grouped by mathematical morphology operators to form

candidate text regions. The second stage aims to remove non-

text region using geometric constraints and specific signature

of Arabic script called baseline (see Fig.2 ).

Text recognition: After text detection in the video frame,

the next step target is to segment and binarize text region

in order to separate it from the rest of the frame using

Otsus global thresholding method. An optimal threshold is

calculated on the tributions of text pixels and non-text pixels.

The method abasis of the grey level histogram by assuming

Gaussian disims to maximize the interclass variance. In the

last stage, commercial OCR engine ABBYY FineReader has

been applied for the recognition of text news. More details are

shown in our papers [10] [11].

B. Level 2:Conceptual level

A person who is watching a video summarizes it in general

by using concepts (identity of person, name of place, etc.), the

subject (politic, sport, business, etc.) and sometimes actions

to specify these descriptions. This constitutes a way to video

content representation. The target of such representation is

mainly to get for video document a list of marked points

that facilitate access and re-use of content. Considering the

heterogeneity of the content from a point of view data (image,

audio, and text) and semantic. Indeed, for each video segment,

we can associate multiple possibilities of interpretation that

can be assorted by specific / generic relationship. We consider

that when we have a description issued from a specific media,

it consists a way for categorizing the content. For example,
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Fig. 2. Text detection :(a) original image ,(b) MSER extraction in image(a) ,(c)
Image mask integrating MSERs and canny edges (d) open result ,(e)candidate
text regions ,(f) final result.

when we use the action speak or speaking about we suppose

that the description is related to audio content. This makes

easier the distinction between the multiple possibilities of

interpreting the content of the same video segment. In our

work, concepts such as person name, location, organization,

etc are extracted automatically using NLP techniques such as

Morphological Analysis and linguistic rules.

1) Morphological Analysis : Firstly, we segment text in

words based on spaces delimiter. Then, we proceed to a In

the second step, we parse transcriptions files to extract named

entities by comparing each item to the three concepts classes

(person identity, the name of a city and organization ). This

procedure is based on the projection of each news text on the

list of keywords called gazetteers. Gazetteers are of a varied

nature: lists of first names for the recognition of person names,

cities names for the detection of location, etc. Each list is

associated with a semantic label which shall be the type of

annotation

2) Elaboration of rules : Due to Arabic language com-

plexity and specific characteristics, we also exploit a set of

Lexical triggers to extract the name of the person, location

and organization not covered by the gazetteer resources (see

Table1). To do this, we have used three kinds of rules to

improve concepts detections process. This task is object of

this publication [12].

TABLE I
A SAMPLE SET OF LEXICAL TRIGGER

Named entity lexical triggers

Person I.
KA 	K , PA �����Ó , Pñ�J»X ,

	XA�J�

@ , YJ


�®ªË@ , YKA�̄ , QK
 	Pð
Organisation

�é»Qå�� ,
�èP@ 	Pð ,

�éJ
ªÔg. ,
�é�� ñÓ , H. 	Qk ,

�éÒ 	¢	JÓ
Location ¨A¢�̄ ,

�èYÊK. ,
	K
P ,

�é 	JK
YÓ ,
�éK
Q

�̄
,
�é�®¢	JÓ

The extracted semantic information such as name of person,

location, organization and event class is used to annotate the

video text and to improve the searching using metadata. The

original description are attached to the news video as xml file.

C. Level 3:Semantic enrichment

The semantic enrichment process aims to enrich the se-

mantic interpretation and further enhance the performance of

semantic indexing and multimedia retrieval content systems.

This task consists of two steps:

1) Construction of conceptual network:: This network con-

sists of set concepts which refers to the politic domain and

linked by arcs. The latter denote semantic and contextual

relations between concepts nodes.

2) Refinement process: Given an initial set of indexes C=

c1, . . . ,cn, the refinement process consists in selecting the

most related concepts among the conceptual network(CN) . In

the remainder of this work, we will try to propose a measure

which we use for the calculation of the relatedness between a

candidates concepts in CN and a given set of indexes C.

IV. EXPERIMENTATION AND RESULT EVALUATION

A. corpus

In order to evaluate the performance of our proposed system

in terms of robustness and effectiveness, we used a set of 20

video news (10,000 images) that have been collected from

different Arabic TV channels: Aljazeera, Alarabiya, Wataniya

1, Elmayadeen, RT-arabe over the period of September 15

,2017 until the 5th of December, 2017 and they have a

total duration of about two hours. The videos have been

automatically transcribed leading to a transcription text of

9704 words. Besides, the named entities extraction phase

is done with Farassa 1platform using Gazetteers and lexical

triggers as linguistic resources.

B. Results

1) text detection: .A comparative study with previous sys-

tems is performed using precision, recall as the evaluation

measures. We applied the evaluation method that has been pro-

posed for the AcTiV-DB Test set, together with evaluation re-

sults reported in [13]especially many-to-one matches method.

Table II shows that the proposed system achieves excellent

results for Aljazeera channel and it is able to outperform the

other methods .We can notice the excellent precision rate of

1http://qatsdemo.cloudapp.net/farasa/
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TABLE II
RESULTS OF THE TEXT DETECTION METHOD

Channel Method Precision Recall

HD(Aljazeera)
Chen [14] 0.67 0.56
Zayene [4] 0.85 0.83
our system 0.90 0.87

SD(france 24)
Chen [14] 0.45 0.52
Zayene [4] 0.75 0.73
our system 0.71 0.70

SD(RTArabic)
Chen [14] 0.63 0.52
Zayene [4] 0.73 0.73
our system 0.75 0.74

our method. This is due to the good rejection ability of false

alarms using baseline descriptor. However, this higher score

has been decreased For SD channels. This is explained by the

fact that the text in these channels is not clearer and the poor

quality of graphic text as shown in Fig.3.

Fig. 3. Some detection results from three different SD channels

2) Concepts Extraction: As shown in table III, the results

may be satisfactory achieving 80.52% as overall of F-measure.

The main reason for these results is the use of grammars

rules, which permit the detection of Named entities more

precisely. For event extraction , the conceptual feature improve

the classification results compared to other approach which

based only on textual feature .

TABLE III
EXPERIMENTAL RESULTS OF THE CONCEPTS EXTRACTION

METHOD

Concept Precision Recall F-measure
Person 83.02% 79.56% 81.25%

Location 80.23% 77.62% 78.90%
Organisation 82.5% 80.35% 81.41%

Overall 80.52%
Event 85 % 80.3% 82.78%

V. CONCLUSIONS

In this paper, we have introduced a semantic approach

for Arabic videos news based on text analysis process and

concepts extraction techniques. The experimentation and the

evaluation results are promising.

In future work, we will try to improve our concept extraction

tool by implementing other rules that cover all structure of

Arabic text. In addition, we plan also to use other visual

features to enhance detection task especially for video frames

with low resolutions.
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