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Abstract— Deep Leaning of the Neural Networks has 
become one of the most demanded areas of Information 
Technology and it has been successfully applied to solving 
many issues of Artificial Intelligence, for example, speech 
recognition, computer vision, natural language processing, 
data visualization. This paper describes the developing the 
deep neural network model for image recognition and a 
corresponding experimental research on an example of the 
MNIST data set. Some practical details for creating the Deep 
Neural Network and image recognition in the Caffe 
Framework are given as well.  
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I. INTRODUCTION

In order to proceed efficiently with large amounts of data 
at the acceptable time, special information technologies are 
needed. Nowadays such information technologies can be 
represented by Deep Neural Networks [1-8], which have the 
greater efficiency of the non-linear transformation and data 
representation in comparison with traditional neural 
networks. A Deep Neural Network performs a deep 
hierarchical transformation of images in the input space. 
Moreover the Deep Neural Networks, thanks to the multi-
layer architecture, enable to process and analyze the large 
amount of data, as well as modeling the cognitive processes 
in various fields. Currently, most high-tech companies in the 
US (Microsoft, Google, Facebook, Baidu, etc.) use deep 
neural networks to design the various intelligent systems. 
According to the scientists of the Massachusetts Institute of 
Technology, deep neural networks are on the list of the 10 
most promising high technologies capable in the near future 
to largely transform the everyday life of most people on our 
planet and solve many problems of artificial intelligence, for 
example, speech recognition, computer vision, natural 
language processing, data visualization, etc. [9-13, 26].  

II. RELATED WORKS

In 2006, Hinton proposed a greedy layer-wise 
algorithm [1], which became an effective tool for teaching 
deep neural networks. It was shown that a deep neural 
network has a greater efficiency of the non-linear 
transformation and data representation in comparison with a 

traditional perceptron. This network performs a deep 
hierarchical transformation of the input space. As a result, 
the first hidden layer separates the low-level space of 
attributes of the input data, the second layer detects the space 
for attributes for a higher level of abstraction, etc. [14]. 
Currently there are many works devoted to the recognition of 
images by means of deep neural networks [15-19]. Authors 
[15] present the Maxout network in Network architecture.
Their approach is based on the convolutional layer and a two
layer maxout MLP and it's used to convolve the input and
average pooling in all pooling layers. In [16], the architecture
of the deep neural network is applied in biology domain. The
small receptive fields of convolutional winner-take-all
neurons yield large network depth are resulting in roughly as
many sparsely connected neural layers. Ikuro Sato in [17]
offers an optimal decision rule for a given data sample using
classifiers that are trained on extended data. A paper [18]
reports to introducing the DropConnect, a generalization of
Hinton's Dropout for regularizing large fully-connected
layers within neural networks. As a result authors derive a
bound on the generalization performance of both Dropout
and DropConnect. A simple and effective stochastic pooling
strategy is developed [19] to secure over-fitting during the
training deep convolutional networks. According to the
MNIST [21, 22] the best generalized recognition accuracy
was 99.79% [18]. So, we propose below how to improve this
value.

III. STRUCTURE OF DEEP NEURAL NETWORK

For the implementation of the above-mentioned 
architecture, we used Caffe deep learning library [20]. The 
main advantage of Caffe is the speed of operation. The 
framework supports CUDA and, if necessary, can switch the 
processing flow between the processor and the graphics card. 
The process of training the Deep Neural Network in 
framework Caffe has been lasted 30 epochs and finished 
with achieving the given accuracy of learning (Fig. 1). The 
deep neural network consists of the following layers (Fig. 2): 
1st layer – Convolution (out filters: 24, size: 5x5, stride: 1x1); 
2nd layer – Convolution (out filters: 12, size: 5x5, stride: 
1x1); 3rd layer – Pooling  (size: 2x2, stride: 2x2); 4th layer – 
Convolution (out filters: 8, size: 5x5, stride: 1x1); 5th layer – 
Convolution (out filters: 4, size: 5x5, stride: 1x1); 6th layer – 
Pooling (size: 2x2, stride: 2x2); 7th layer – InnerProduct (out: 
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500, filter: xavier); 8th layer – InnerProduct (out: 0, filter: 
xavier); 9th layer – Softmax (out: 10, activation: softmax). 

Fig. 1. The process of learning the deep neural network 

IV. EXPERIMENTAL RESULTS

The image from the test sample of the MNIST data set 
[21, 22] was used for case study. The MNIST data set 
consists of 28x28 pixel handwritten digital images organized 
in 10 classes (0 to 9) with both 60,000 training and 10,000 
test samples. Testing on this data set has performed without 
increasing the data. Results, of the image recognition for the 
number 0 to 9 from the test sample are show in Fig. 3, the 
generalized recognition accuracy was 99.93%. The 
visualization of the image, which is applied to the input of 
the Deep Neural Network is illustrated by Fig. 4. Fig. 5 
shows the visualization of the image processing on the first 
convolution layer, 24x24x24 (24 functional maps with the 
element 24x24). 

Fig. 2. The structure of the deep neural network Fig. 3. Results of image recognition from the test sample 
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Fig. 4. Visualization of the input image 

Fig. 5. Image processing on the first convolutional layer 

The visualization of image processing on the second 
convolution layer, 12x20x20 (12 functional maps with the 
element 20x20) is illustrated by Fig. 6. Fig. 7 shows the 
visualization of image processing on the first layer of the 
spatial association. 

Fig. 6. Image processing on the second convolutional layer 

Fig. 7. Image processing on the first layer of the spatial association 

The visualization of the image processing on the third 
convolution layer, 8x6x6 (8 functional maps with the 6x6 
element) is illustrated by Fig. 8. Fig. 9 shows the image 
processing of the image on the fourth convolution layer, 
4x2x2 (4 functional maps with the element 2x2). 

Fig. 8. Image processing on the third convolutional layer 

Fig. 9. Image processing on the fourth convolutional layer 

In Fig. 10 the visualization of image processing on the 
second layer of spatial association is illustrated. 
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Fig. 10. Image processing on the second layer of the spatial association 

The visualization of image processing on the first, second 
and Softmax full layer is illustrated be Fig. 11, 12 and 13 
correspondingly. 

Fig. 11. Image processing on the first full layer 

Fig. 12. Image processing on the second full layer 

Fig. 13. Image processing on the Softmax layer 

As it comes from Fig. 3 above the reached generalized 
recognition accuracy is equal 99.93%, that is in 0,14% better 
in comparison with a work [18]. 

V. CONCLUSION AND FUTURE WORK

Authors proposer a model of the Deep Neural Network 
for the recognizing the images of handwritten digits, using 
the structure of the neural network in the Caffe Framework. 
Experimental results have been carried out on an example of 
the MNIST data set and the generalized recognition accuracy 
was 99.93%. 

Employing the deep neural network in Big Data 
processing is one of perspective direction for a future 
research. Moreover, it is planned to conduct experimental 
research on the following data sets CIFAR-10/100 [23], 
SVHN [24], and ImageNet [25]. 
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