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Abstract — Understanding of how business processes are 
executed in real-life is vitally important for a company. Any 
process leaves a digital footprint that can be transformed into 
so-called event logs and analyzed with process mining 
techniques. A software platform with the purpose of near real-
time processes monitoring is implemented. Design of the 
represented platform is based on the lambda architecture 
combining online and offline process mining algorithms with 
advanced analytics based on machine learning. 
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I. INTRODUCTION

Any event in the surrounding world is not by itself but 
belongs to some processes. IT systems, that have become 
ubiquities nowadays, help to automate vast amount of 
various kind of processes either in personal everyday lives or 
in huge enterprises. Most main stream software development 
practices did not consider process nature of the tasks they are 
devoted to automate “hardcoding” logic of workflow steps in 
source code. Consequently, it has been developed huge 
amount of software products which from one hand automate 
quite complex processes but from the other do not 
incapsulate any explicit definition of the implemented 
workflows losing the connection between the 
implementation and real-life. Nonetheless, within the 
industry field called business process management (or BPM) 
it has been developed a lot of practices to deal with 
workflows including their visual modeling (e.g. BPEL, 
BPMN, Petri nets etc.) and appropriate software 
implementations supplying wide range of products from 
powerful business process management systems (e.g. IBM 
BPM, Oracle BPM) to software components that can be 
embedded to a particular application (e.g. jBPM, Activiti, 
Camunda). Another trend that has had considerable influence 
on software industry is data science. The goal of applying 
data science techniques is to make software more intelligent 
obtaining insights from accumulated data. However, like 
classical software development practices most data science 
algorithms do not consider process nature of analyzed data.  

Process mining is a discipline that fills in the gap 
between the mentioned above three industry domains. 
Significant contribution into creation of the academical core 
of process mining, its further promoting and encouraging 
industrial applications has been made in Eindhover Technical 
University (The Netherlands) under direction of professor 
Wil M.P. van der Aalst. 

Guiding principle #1 declared in Process Mining 
Manifesto [1] states that event data (or event logs) is a 
primary data source for process mining. Like the entire 
software development industry process mining has faced 
with the challenge to deal with increasing amount of event 
data. In practice datasets are not static but are constantly fed 
with new data. This circumstance requires to handle data 
streams in near real-time mode and consequently puts 
process mining techniques into the position when it is 
necessary to deal with incomplete process instances.  

Current paper is devoted to architecture design of the 
implemented by the authors software platform with the 
purpose of near real-time processes monitoring. The 
visualization and analytics modules of the represented 
system are impowered with advanced process mining and 
machine learning algorithms. 

The rest of the paper is organized as follows: statement of 
the technical task is provided in section II; architecture 
significant requirements are specified in section III; the 
solution architecture design is described in section IV; in 
section V technical implementation details are provided; 
section VI contains the results of validation whether the 
designed system meets the performance requirements; the 
built-in analytics module is briefly described in section VII; 
short overview of the already existing process mining 
software products is provided in section VIII; conclusion 
remarks are in section IX. 

II. TASK STATEMENT

The software platform represented in current paper is 
general enough to be applied to wide range of practical tasks 
related to near real-time processes monitoring. However, it is 
obvious that it is hardly possible to implement a unified 
software product that can be applied to online process mining 
tasks in different business domains without modifications. 
That is why the described system is designed as an extensible 
platform with wide range of configuration capabilities so that 
it can be adopted to a particular application needs with 
minimal efforts, extended with specific features and 
integrated with other software systems. 

As specified above one of the primary requirement is that 
the system takes event data from continuous data streams. It 
is assumed that data streams consist of items in XES format 
[2].  
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The received event data is stored “forever” in the 
system’s internal storage. Manual or automate data archiving 
outside the system is out of scope. 

One of the main functional requirements is to support 
process flow chart visualization discovered by means of 
process mining techniques [3]. The visualized process model 
has to be updated in near real-time mode in accordance with 
receiving events from data streams. A similar system with 
real-time dashboards is described in [4]. Dealing with 
process model concept drift [5] is out of scope now and 
planned for the future. 

The analytics module should include features defined in 
the online process mining framework [6]. The system 
supports prediction when a process instance completes, 
suggestions of next steps which are considered as optimal by 
the system and alerting if actual state of a process instance 
breaks predefined rules. The specified analytics features 
function in near real-time mode. 

III. NON-FUNCTIONAL REQUIREMENTS 
Non-functional requirements to technical architecture of 

the platform are specified in current section. The 
requirements listed below are a subset of the quality 
attributes defined in [7]. The taken software architecture 
building approach is based on the attribute-driven design 
method [8]. 

A. Performance 
Characteristics of the performance are defined by the 

requirement which states that the system has to process event 
data in near real-time mode (see section II). For current task 
the latency and throughput are highly important. Latency is 
the interval from the time of receiving of an event till the 
time when the end user sees the changes caused by the event 
(e.g. in the process model visual representation). In turn, 
throughput refers to number of events processed by the 
system during a certain period of time. 

B. Scalability 
In current context scalability stands for ability to variate 

latency and throughput of the system according the changes 
of number of received events. From practice standpoint it is 
necessary to decide whether the system is intended to deal 
with BigData or “small” data. The reason of necessity to 
make such decision on the architecture design phase is that 
the implementation and maintenance cost of a BigData 
solution is much higher in comparison with the similar 
solution for “small” data. So, the decision is: the described 
platform is not intended to deal with BigData. 
Implementation of the platform modification with BigData 
support is planned for the future. 

C. Interoperability 
The represented platform should be so-called cloud 

agnostic which means that it can be deployed at clouds of 
different providers (e.g. Azure, AWS, Google Cloud 
Platform) or use on-premises infrastructure of a customer. 

D. Extensibility 
As mentioned above the designed software is not a 

product ready to use without any modifications but it is an 
extensible platform with predefined architecture and imple-
mented basic built-in functionality. This means that the 
platform is going to be extended with specific features 
necessary for a particular customer (e.g. adding an anomaly 
detection module with appropriate visualization and alerting 
functionalities). 

E. Configurability 
In current context configurability means that the platform 

is flexible enough to be adopted to needs of specific 
applications without changing the source code. For example, 
rules for the alerting feature can be defined considering 
specific of a monitored process. 

IV. ARCHITECTURE CONCEPT 
High level architecture design of the platform is 

represented in current section. The concept meets the 
functional and non-functional requirements specified in 
sections II and III respectively. 

As it is already defined the major requirement is near 
real-time processing of event data. There are two architecture 
patterns that address such a task: (a) lambda architecture [9] 
and (b) kappa architecture [10]. The core idea of the first 
pattern is that data processing is split into two layers: (a) 
speed and (b) batch. The speed layer is accountable for 
handling newly received data in near real-time mode whilst 
the batch layer deals with accumulated historical data. Kappa 
architecture is derived from the lambda. The main difference 
is that batch layer is omitted in kappa architecture 
simplifying the implementation of the pattern. Hence, kappa 
architecture is not applicable for the tasks that need batch 
processing. 

The designed platform definitely requires batch layer 
since process mining techniques (e.g. the implemented 
process discovery algorithm, see section VII) use historical 
event data. This is the reason behind choosing lambda 
architecture as a primary design pattern. 

 
Fig. 1. Architecture concept of the platform 
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Architecture concept of the platform is depicted on 
Fig. 1. Parts of the lambda architecture are adopted to the 
purposes of current task. Offline and online process mining 
components represent batch and speed layers of the lambda 
architecture respectively. Another important aspect of the 
designed architecture is that events of incomplete process 
instances are kept in a separate storage (“Current Event 
Data” on Fig. 1) so that relevant data is accessed with 
minimal latency by the online process mining techniques. 

Since lambda architecture is mostly applied to BigData 
tasks it possible to modify the platform to deal with BigData 
without changes in its conceptual design. A similar lambda 
architecture-based BigData system is represented in [11]. 

V. TECHNICAL SOLUTION

A. Components Model
The components model of the platform (Fig. 2) is the

next step of the design process after architecture concept. 
The model is designed flowing the decision that the platform 
is not intended to deal with BigData (see section III). Event 
data stream is supposed to be a message queue. One of the 
benefits of applying this pattern is that it ensures reliable 
message delivery. The online process mining algorithms are 
handlers that listen to the queue for new messages. Received 
event data are persisted in the database. The main 
requirement to this database is to be optimized for time series 
data. Additionally, the most recent event data (including 
events of incomplete process instances) is cached in an in-
memory database which significantly minimizes latency of 
processing and visualizing this data.Results of execution of 
the integrated process mining and machine learning 
algorithms are stored in a NoSQL database. The reason of 
this decision is that such kind of databases supports 
unstructured data and are fast on reading. Presentation layer 
of the platform is implemented as a pluggable single page 
web application. The server side is composed with 
microservices and exposes a RESTful API for the frontend. 

B. Technology Stack
The service side technology stack is mostly Java-based.

One of the reason behind this is that most process mining 
algorithms are implemented with Java [12]. Another reason 
is high quality of cross-platform support provided by Java. 
The frontend side is built with HTML 5 and CSS 3 using the 
latest JavaScript standard – ECMAScript 6. In particular, 
process model visualization is implemented with SVG and 
D3JS. The business rules engine component is intended to 
address the configurability requirements (see section III). 
The DMN engine from the Camunda platform is used for its 
implementation. 

VI. PERFORMANCE MEASUREMENT OF THE MESSAGE QUEUE

As a messaging technology RabbitMQ v.3.7.4 was
chosen. The reason of taking this particular message broker 
is that it is an open source mature solution with scalability 
and high-availability support. Additionally, RabbitMQ is not 
intended to work with BigData which means that it 
consumes not so much resources as a similar BigData 
solution (e.g. Apache Kafka). Since the message queue is a 
single point of failure of the platform a load test was 
performed to measure its capabilities. The performance test 
was executed on the following environment: 

RabbitMQ v.3.7.4 (one producer and one consumer), Linux 
CentOS 7, 12 GB RAM, Intel Core i7 – 4500U 1.8. GHz. 
The RabbitMQ management plugin was used to collect the 
metrics. The results of the test (Table 1) proves that 
RabbitMQ v.3.7.4 is stable and supports acceptable level of 
performance. 

TABLE I. PERFORMANCE MEASUREMENT OF RABBITMQ V.3.7.4 

Message 
Size, bytes 

Measured RabbitMQ Metrics 

Average 
Latency, ms 

Average Message 
Publish Rate, msg/s 

Average Message 
Delivery Rate, 

mgs/s 
100 3800 55100 20015 

300 4100 49800 1893 

100000 9055 4400 980 

VII. BUILT-IN ANALYTICS FEATURES

As specified in section II flow chart visualization based 
on a process discovery algorithm is a built-in feature of the 
platform. One of the oldest and most well-known process 
discovery technique is the alpha algorithm [6]. It takes event 
data and produces a Petri net. However, the alpha algorithm 
is not the best choice for real-life processes with a lot of 
transitions especially if the results are for business domain 
experts who are not process mining professionals. The Fuzzy 
Miner algorithm [13] is more suitable for such cases. The 
efficiency of this algorithm has been proved by experience of 
well-known process mining software like Disco [14] and 
Celonis [15]. Additionally, comparison of the Fuzzy Miner 
with some other process discovery algorithms is done in 
[16]. Considering the facts above the offline process 
discovery implemented within the scope of the platform is 
based on the Fuzzy Miner algorithm. In turn, the online 
process discovery implementation follows the ideas outlined 
in [17]. The built-in prediction analytics is used to forecast 
completion time of a process instance. The feature is 
developed upon a combined time series forecasting 
information technology based on fuzzy experts’ evaluation 
[18] and analysis of dynamic processes [19]. The suggestions
feature recommends an optimal process flows and suits the
human behavior (which is important if people are involved
into monitored processes). Another requirement to this

Fig. 2. Components model of the platform 
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feature is the ability of incremental learning from the event 
data stream. To meet these requirements an implementation 
of a neuro-fuzzy model [20, 21] is integrated. 

VIII. OVERVIEW OF EXISTING PROCESS MINING SOFTWARE

Process mining is a relatively new academic discipline
and its software implementations began to gain popularity in 
the market not so long ago. The oldest process mining tool is 
ProM [12] which is an open source Java-based framework. 
Scientists are the target audience of this application. Disco 
[14] is a commercial process mining tool. It includes the
most useful algorithms. This product is used by experts from
business domains who are not process mining professionals.
Another process mining product is Celonis [15]. It is a fast-
growing German startup. Target consumers’ audience of
Celonis is medium and big enterprises. This product supports
offline and online process mining and has connectors to other
software, for example SAP [22]. The main difference
between the software system developed by the authors and
Celoins is that Celonis is a product with a set of features
delivered to all its customers whilst the represented platform
is a ground for custom development with predefined
architecture and initial set of built-in features.

IX. CONCLUSIONS

The implemented platform has been integrated with an 
energy efficiency management system [23] as an extension 
with the purpose to monitor real-life processes on the 
operator control level. The visualization feature has provided 
visibility on the processes executed within the energy 
management system and generated alerts once a process 
instance breaks the predefined restriction rules. From 
practice standpoint it is necessary to include the following 
algorithms to the set of built-in features: (a) conformance 
checking [6] and (b) handling process concept drifts [5]. 
Another way of the platform’s evolution is to design and 
implement a version with the purpose to support Big Data. 
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