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Abstract—In the paper, two examples of embedded vision 
modules are described. Firstly, it is demonstrated how fiducial 
marker tracking algorithm can be adopted for operation on 
Raspberry Pi. Usage of proposed ideas allows to achieve 
around 60fps speed of binary marker tracking. Secondly, we 
describe the problem of text detection and recognition in 
outdoor environment. Experimental results indicate on 
acceptable results and good potential to provide low-cost and 
efficient embedded vision system for this purpose. Technical 
details of both embedded vision modules are comprehensively 
discussed. 
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I. INTRODUCTION

Computer vision (CV) is a rapidly growing discipline 
making machines to percept and understand their 
surroundings as humans do [1]. There are a lot of practical 
applications of CV in medicine, industry, entertainment and 
many more [2]. CV algorithms can be run on different 
hardware: desktops, mobile phones, various digital signal 
processing (DSP) units. A particular interest is related with 
usage of low-power hardware such as Raspberry Pi [3]. 
Indeed, Raspberry is light weight, cheap and widely 
available in the market. Embedding of CV solutions 
transforms it into mobile autonomous intellectual system. 
Fig. 1 contains an example of Raspberry (Fig. 1a) and its 
setup with camera (Fig. 1b). 

(a) (b)

Fig. 1. Raspberry PI 3 and camera. (a) Raspberry PI Model 3B, (b) 
Raspberry with camera 

Research community made a lot of CV experiments with 
Raspberry Pi. Example of multiple objects tacking can be 
found in [4]. In [5] a compact stereo-vision system is 

described. A full stereo matching pipeline is constructed 
allowing to use the system as a depth-meter for outdoor 
scenarios. A specific use case in given in [6], when bees 
behavior is analyzed using embedded vision. Other examples 
include face recognition [7], license plates detection and 
recognition [8], autonomous cars applications [9], robotic 
assistants [10] and many more. 

In the paper, we study two important problems. Firstly, it 
is demonstrated how to integrate and optimize fiducial 
marker recognition algorithm for Raspberry. Secondly, we 
describe the initial experimental results on number plate 
recognition as a separate embedded vision module. 

Section II contains description of algorithm for fiducial 
marker recognition. Developed optimization steps are 
described as well. Section III contains information about text 
detection and recognition on Raspberry. Experimental 
examples are included in each section. 

II. FIDUCIAL MARKERS RECOGNITION 

In this section, we describe a pipeline for recognition of 
fiducial markers. Firstly, common steps for such process are 
explained. After that, some specifically developed 
improvements are discussed.  

A. Main Steps of Marker Recognition Algorithm
Binary markers are used in many applications including

robotic navigation [11]-[13], augmented reality [14] and 
logistics [15]-[17]. Examples of typically used binary 
markers are shown in Fig. 2. 

Fig. 2. Example of binary markers 
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The key advantage of fiducial markers usage is that we 
can properly build the marker structure in order to achieve 
high recognition rate. Also, in contrast to image markers 
[14], binary markers can be detected in the case more 
challenging geometry conditions. In our experiments, we use 
ArUco markers [18]. A typical marker from this collection is 
7×7 blocks size containing 5×5 blocks inside (Fig. 2). A 
great advantage of such markers is possibility to generate a 
vocabulary of specific size. 

A key idea of the marker recognition algorithm is to 
detect marker on input video frame and recognize it by 
comparison with previously formed database. Typically, this 
involves several basic steps, as shown in Fig. 3. 

Fig. 3. Binary marker detection pipeline 

Firstly, image thresholding [1] is applied to input frame. 
After that, contours are extracted from obtained binary image 
[1]-[2]. At the next step, all located contours are 
approximated by quadrangles. Finally, the binary codes are 
extracted from filtered marker candidates and then matched 
with existing markers database to find a proper coincidence 
[2]. 

The challenge is that the default solution is quite slow. 
Initial tests of performance on Raspberry give around 10 
FPS. Fortunately, we have found the way to significantly 
boost the performance. Key proposed ideas are described in 
the next subsection. 

B. Integration to Raspberry
It is common way to perform image thresholding before

contour finding by usage of adaptive threshold (because of 
its robustness to image brightness changes). Since fiducial 
markers are binary images, such operation works as edge 
detector. We have found that usage of Canny edge detector 
[1] instead of adaptive threshold (see Fig. 4) provides better
detection and code extraction quality, as well as has less
computational complexity. Additionally, median blurring is
applied to input image to suppress the noise.

(a)    (b) 

Fig. 4. Use of adaptive threshold (a) and canny edges detector (b) to prepare 
frame for finding contours 

One of the challenges for marker recognition is existence 
of perspective distortions due to varying geometric 
conditions. In order to extract marker code, inverse 
perspective transformations is often applied to marker 
candidates. This involves calculation of corresponding 
transformation matrix, which is computational consuming. 

In our version of the algorithm, we use improved 
method for code extraction that avoids the perspective 
transformation step. It only requires building of a grid equal 
to marker size directly from found contours of marker 
candidates, and testing pixels values on such grid (see 
Fig. 5). 

0 0 0 0

0 1 1 0

0 1 0 0

0 0 0 0

(a) (b) (c)
Fig. 5. Code extraction example.  
Found contour (a), grid building (b) and extracted code (c). 

Another challenge in code extraction is presence of glare 
(Fig. 6a) or shadows on frame. In such cases wrong marker 
code extraction may appear due to incorrect thresholding 
parameter. For example, in Fig. 6 even dark regions of 
markers have a very high pixel intensity, and constant 
threshold leads to incorrect code extraction.  

To increase the marker recognition robustness, we 
propose to estimate the minimum and maximum value in 
extracted marker image. Then threshold value is estimated 
as: 

( ) ,mnmnmxct +−⋅= (1)

where t is threshold value, mn and mx are minimum and 
maximum values within found contour, c = 0.8 is am empiric 
threshold coefficient.  

(a) (b) 

(c) (d) 
Fig. 6. Frame with marker in glare (a), extracted pixels values (b), wrong 
code extraction with fixed threashold (c) (value = 128), and correct code 
extration with dynamically computed threshold (d) (value = 222,4) 

The only requirement is that all true “white” pixels within 
marker region have higher intensity than any “black” one. 

C. Dynamic scaling and tracking
Image pre-scaling has significant effect on frame

processing time. For example, as it is shown in Fig. 7, pre-
scaling input VGA frame with scale factor 0.3 reduces total 
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frame processing time more than 2 times with no loss in 
processing quality. It was found that it is possible to 
recognize ArUco marker even of only 30×30 pixels size for 
7×7 bins. In this case, each marker bin will contain 4×4 
pixels. Thus, for a particular marker we can find the scale 
factor make it of size 30×30 pixels and still successfully 
locate and recognize it: 

s
mscale = (2)

where m = 30 is a marker required size; s is marker current 
size. 
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Fig. 7. Effect of pre-scaling on frame processing time. 

Individual markers rescaling requires tracking of found 
markers and saving their last found size and position to 
process only small area of image or region of interest (ROI) 
with corresponding scale factor. Having predicted marker 
position and size we can build ROI around it. Because of 
marker position estimation error (both because of model 
discrepancy and marker relative velocity estimation error), 
found region can contain only part of the marker, or even 
totally miss it. In order to provide stable detection of marker, 
found region is extended by a precomputed value. We have 
found a specific empirical parameter allowing to find the 
required extension region 

( ),,max hwce ⋅= (3)

where w and h are the current frame width and height, and 
extension constant c = 0.075. Then, ROI for analysis is equal 
to predicted marker’s bounding box extended at each edge by 
value e: 

,*,* eyyexx −=−=  
.2*,2* eheightheightewidthwidth ⋅+=⋅+=  (4)

One should notice that additional analysis of ROI 
position and size should be performed to avoid violation of 
frame borders. Described solution of marker ROI scaling 
gives reasonable increase in frame processing performance 
(Fig. 8). One can see that tracking gives boost in 
performance in comparison with direct full frame analysis 
approach in the most cases. Only in rare cases tracking takes 
more time: when all markers are lost (because it requires full 
frame processing, but also additional resources for tracks re-
initialization), and if integral ROIs’ area exceeds source 
frame area. All of the improvements above provide increase 

of FPS from 10 in initial setup to near 60 in final algorithm 
version (see Tab.1) with high recognition accuracy. 

TABLE I. ACHIEVED FRAME RATE ON DIFFERENT STAGES OF 
ALGORITHM IMPROVEMENT 

Initial 
setup 

Improved detection 
and code extraction Pre-scaling Tracking 

FPS 10 15-20 35-40 ~60
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Fig. 8. Comparison of frame processing with (green) and without (red) 
marker tracking. 

Thus, we have developed and integrated fiducial marker 
recognition solution on Raspberry. 

III. AUTOMATIC TEXT RECOGNITION ON RASPBERRY 

Another analyzed problem is related with text detection
and recognition on Raspberry. For this purpose, we have 
made several outdoor videos with cars and tried to localize 
and recognize number plates. In order to perform scene text 
recognition, firstly we need to localize the number plate. To 
solve this problem, we have utilized the extremal regions 
(ER) detector [19]-[20]. The developed text detection 
pipeline is the following (Fig. 9).  

Fig. 9. Main steps of number plate detectoin algorithm 

Firstly, contrast enhancement and adaptive thresholding 
are applied. After that a set of morphological operations is 
applied to filter out the noise (Fig. 10). After that letters 
segmentation is used. Finally, Tesseract engine is used for 
text recognition. 
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Fig. 11. Example of number plate recognition 

Fig. 11 contains an example of number plate detection 
and recognition in Raspberry camera frames. In the near 
future we are planning to optimize the developed algorithm. 

IV. CONCLUSIONS AND FUTURE WORK

In the paper, we considered two examples of embedded 
vision systems. Firstly, we comprehensively analyzed the 
fiducial marker recognition framework and developed 
several optimization steps. Experimental results indicate a 
significant improvement from both accuracy and speed 
points of view. In addition, we have shown an example of a 
prototype of number plate recognition system. Initial results 
show a good potential of production of low-cost and efficient 
module for intelligent transportation applications. 
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