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Abstract. OCR technology for recognizing text in Ukrainian is imperfect. The
Android operating system contains a character repository of many languages,
but not the Ukrainian. Therefore, we propose a method and algorithm for
recognizing text in Ukrainian and modifying it for video mode.[1].

1 Introduction

To solve this problem, we create:
- XML file, which contains uppercase and lowercase Ukrainian characters;
- a class that recognizes text and places the recognized character in a
temporary buffer;
- a class that modifies the work of the previous class with an array of frames
and recognizes text.

2 Text Recognition Algorithm in Ukrainian

For recognizing Ukrainian text, first of all the XML file with uppercase and lowercase
Ukrainian characters has been created. Each character from XML file is assigned its
own name [2]. Example of XML file:

<resources>
<string name="A">a</string>
<string name="a">a</string>
<string name="B">B</string>
<string name="6"">6</string>
<string name=""B''>B</string>
<string name="s">g</string>
</resources>

The next step is to connect the class to recognize the text in the image. A character is
taken from the screen and compared to a character from an XML file (Fig. 1).
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Fig. 1. Flowchart for identifying text in Ukrainian

To compare characters from an image and from an XML file, the character in the
image is converted to a specific standard. Namely, the font and its size changes. In
our case, it's a Courier New 10pt (Fig. 2).

(B == A) # B no
B mmp =500

Fig. 2. Conversion a character symbol to the standard

Then the symbol from the image and the file are compared. For this purpose, a script
is used to compare characters from OCR technology [1]. Once a character is found, it
is stored in a temporary buffer that sequentially accumulates characters.

3 The Result of theA

After the recognition of all the text is completed, the result is displayed on the screen
as a frame, inside which is the recognized text (Fig. 3).
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Fig. 3. Text recognition

In the future, for the text to be recognized when the images are changed, the
temporary buffer is released, and the new image is processed in a new way. To do
this, the main class will connect to a class that works with an array of frames. The
result is recognition of Ukrainian text when changing frames in video mode.

4 Testing of developed algorithm

Let’s compare the quality and speed of the developed algorithm with all known
OCRs. The research of the work of these algorithms was carried out under the same
conditions. Speed of algorithms were tested on depends of changing of illuminations,
counts of characters and both conditions. For each research were 20 tests.

As graph below shows the OCR algorithm requires more time and frames for clear
text recognition. In average the OCR algorithm need 1 frame more than developed
algorithm. (Fig. 4)

Fig. 4. Testing text recognizing when changing the illumination
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The next graph shows how much frames both of algorithms need for recognizing text
with different count of characters. The result is the OCR algorithm requires more time
and frames to recognize the text, the deviation occurs at 1.5 - 2 frames. (Fig.5)

Fig. 5. Testing text recognizing when changing the number of symbols

And the last one shows how speed of algorithms depend of both of conditions —
illumination and count of characters. Due to this graph we can conclude that the
developed algorithm yields an increase in productivity by 4-5%, and if more
precisely, the recognition of the text goes to 1-2 frames less than the OCR algorithm.

Fig. 6. Testing text recognizing when changing the number of symbols and changing the illu-
mination

5 Conclusions

The results of algorithm and software development are developing an XML file that
contains uppercase and lowercase characters; develop a class that recognizes text and
places a recognized character in a temporary buffer, after processing the characters,
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the text is displayed; develop a class that uses the first class as the basis for
recognizing text when frames change.

The analysis showed that there is a need to develop high-speed algorithms for the
recognition of Ukrainian texts in order to implement them in mobile devices.

The program is written in the Java language. Consists of turning on the camera and
prompts for the user.
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