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1 Introduction. Formulation Problem in General 

Automatic building an ontology leads to occur of defects in its structure and content 
and contradiction of its fillings for user information needs [1, 2]. Therefore, such 
system are needed to be “equip” appropriate set of ontology optimization, namely 
optimization component. The relevance of the problem of optimization internal 
representation knowledge bases (KB), which allows to significantly increase the 
efficiency of intelligent systems, also it mentioned in the Puzankov’s work [3]. The 
following describes the methodology of dynamic ontology construction as well as 
procedures for its optimization. 

The complex structure of relationships between the concepts presented in the 
ontology, as well as its dynamic content during operation requires the use of certain 
optimization procedures in order to minimize the response time to requests; not 
exceeding the space allocated for the ontology; resolving conflicts between data from 
different sources and meeting other requirements and criteria to be determined. 
Optimization ontology also performed in order to adapt its content to the information 
needs of users by removing those items that are rarely used or not used at all, that 
does not belong to a specific domain. In [4, 5] the expediency of ontology 
representation in the form of a conceptual graph, the vertices of which are assigned 
certain semantic and numerical characteristics, is substantiated. It is a weighted graph 
in which the existence of parallel edges, cycles, loops, duplication of vertices with 
similar parameters and other features are allowed at the stage of formation. 
Identification and elimination of such features in order to normalize the graph 
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ontology, as well as optimization of the graph according to certain criteria, taking into 
account the weight coefficients of edges and vertices should be included in the list of 
mandatory procedures for ensuring the effective functioning of intelligent decision 
support systems (IDSS). 

In terms of graph theory, structural optimization of an ontology (elimination of 
conflicts, preservation of integrity, observance of restrictions on the maximum 
volume) consists in alternation of procedures of addition and reduction of an ontology 
graph within a given range of values of the number of vertices in the case of 
maximization of the sum of the importance coefficients of its vertices and edges. 

During the functioning of the IDSS there is a constant filling of its ontology with 
new concepts, which, in turn, requires periodic decision-making on the choice of 
elements to extract from it (graph reduction) in case of preserving the integrity of its 
semantic structure. In this regard, when making changes, there is a need to correct the 
structure and content of the ontology. 

For reasons of improving the efficiency of the system as a whole, it is advisable to 
apply the optimization procedure not every time, but periodically when certain 
conditions are met (exceeding the time limit or the amount available for filling), 
alternating the stages of ontology development and the release of redundant elements 
during optimization. The criteria to be chosen to determine the transition moments 
from mode to mode should be investigated separately, based on the results of 
numerical modeling. Consequently, the dynamic content of the ontology and periodic 
optimization of its structure and content provide restructuring and improvement of the 
domain model, which is displayed by its ontology. 

2 Analysis of Recent Research and Publications 

The Gasti project [6] is a system of automatic ontology construction by natural texts. 
According to this approach, the system starts with a small ontology core containing 
basic concepts, connections, and operators, and continues to construct the ontology by 
automatic text processing using symbolic methods, as well as the so-called hybrid 
approach, consisting of methods of logical, linguistic, pattern management method 
and semantic analysis. 

The peculiarity of the Gasti project is the presence in the system of procedures, 
the task of which is to periodically clarify and reorganize the ontology. 
Reorganization consists in clustering (combining similar concepts or splitting the 
concept into corresponding concepts), transferring common properties up the 
taxonomy, cutting off unimportant concepts and relationships and excluding some 
superlatives. The refinement procedure is implemented by four main modules: the 
"bracketing" module, the "clipping" module, the "merging branches" module and the 
"discarding redundant paths" module. 

Flexibility in relation to user / domain changes in the construction of a dynamic 
ontology is proposed to provide the assignment of a certain importance to the links 
and related terms. Importance shows the importance of a weighted element (concept, 
relationship, or combination thereof) in a given domain from the point of view of the 
system user. The authors note the need to automate the definition of importance, but 
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today in the system of Gasti it is done manually. The advantages of this model are the 
adaptability of the ontology to the needs of the user and changes in the subject area, 
the coverage of a wide range of knowledge, as well as reducing the time and financial 
costs of building an ontology. The disadvantages include slow query processing and 
difficulties in learning ontology, due to the specifics of the method of knowledge 
representation and the nature of learning ontology "from scratch".  The absence of a 
procedure for automatically assigning importance to ontology elements in the system 
makes it impossible to fully automate it. In General, the review of existing approaches 
revealed a small number of developed and suitable for practical application methods 
of dynamic optimization of the ontology of the knowledge base. A new approach to 
solving this actual scientific and technical task is proposed. 

3 Formation of Goals 

The aim of the work is to construct optimization problems, the solution of which im-
proves the structure and content of the ontology of the subject area with its automatic 
restructuring. The object of research is the process of optimizing the structure and 
content of ontology. The subject of research is methods and algorithms for solving 
optimization problems of improving the properties of automatically generated ontolo-
gy. 

4 Selection of Criteria of Optimality of Structure and Content 
of Ontology of Knowledge Base 

We accept such criteria of optimality of structure and content of ontology: 
 the physical amount of memory that an ontology occupies; 
 performance as the response time of IDSS to external treatment (reaction 

time to changes in environmental parameters to which the sensitive 
system); 

 completeness of ontology, which can be defined through the average 
percentage of nontrivial (non-zero) responses to queries to it; 

 the integrity of ontology, that is, the absence in its body of mutually 
contradictory statements and duplication; 

 balance of domain expressed as a uniform representation of individual 
units in the ontology. 

Obviously, it is expedient to choose not one criterion, but a certain combination of 
them to optimize the ontology of BS of applied ISPR, and the choice of the method of 
such combination has to be carried out empirically, based on real requirements to the 
system. 
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5 The Integrity of the Ontology Knowledge Base 

The ability of an intelligent system to make informed decisions (give answers) on the 
questions posed to it by developers or users assumes that the system has an ontology 
that would ensure the validity of such decisions. In particular, the logic of conclu-
sions, the same answer to the same, but differently formulated questions. Such an 
ontology must satisfy the requirements of integrity. 

The concept of integrity combines features or requirements, among which: 
 controlled redundancy; 
 the connectivity of the graph ontology; 
 no conflicting statements. 

In knowledge-based systems, redundancy can occur during the completion of their 
ontology, which consists in the presence of dubious structures: concepts and state-
ments expressed through connections between concepts. When redundant knowledge 
is required, such systems shall exercise control of redundancy. The connectivity of an 
ontology graph is a property that means that there is a simple chain between any two 
vertices of such a graph. Connectivity indicates that all elements of the knowledge 
base are within the reach of the intellectual system and can be used during the initial 
response to the appeal to it. When ordering and reducing an ontology, the system 
must control the preservation of the connectivity condition of its graph and not allow 
operations that violate this condition. 

The graph connectivity test can be carried out using the consequences of the theo-
rem on the evaluation of the number of edges through the number of vertices and the 
number of connectivity components [7]. If p and q are the number of vertices and 
edges of the graph, respectively, then the following two conditions must be satisfied: 

 if q>(p-1) (p-2)/2, then the graph is connected; 
 in a connected graph p-1≤q≤p(p-1)/2. 

When making changes-adding new elements to the ontology, modification, extraction 
of elements-the system must perform a check on its integrity, that is, the absence of 
duplicate and/or mutually contradictory statements in it. This procedure can be im-
plemented through a mechanism to identify opposite in meaning reviews test their 
comparison (comparison) in the case of sequential logical inversion of one of the 
statements-reviews by the method of resolutions. . In case of coincidence of forward 
and inverted statements the system receives a signal about violation of integrity and 
necessity of elimination of contradiction of statements. In the case of conflicting 
statements, the conflict is resolved by removing the one for which the importance is 
lower.  

In case of exceeding the expected number of reviews in the context, the system 
generates a procedure for generalizing the concepts that gave such a review, or their 
properties-opratsovuvachiv in order to reduce the ontology. 

The knowledge base will be considered internally consistent if such conditions 
are met: 

 classes, instances, and their attributes have unique names within the 
scope of certainty; 

 all classes in the taxonomy are linked by hierarchical “IS-A " relation-
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ships, there is only one base class at the highest level of the taxonomic 
hierarchy; 

 all classes contain at least one instance object of a particular class, which 
provides the functionality of the knowledge view frame model; 

 all message handlers of ontology concepts have certain attributes (specif-
ic values of formal parameters) at the time of their call. 

Some of the features and requirements that the concept of integrity contains (con-
trolled redundancy, graph connectivity, absence of reciprocal statements) are taken 
into account when formulating restrictions on the ontology structure and optimization 
problem. 

6 Limits on Physical Memory  

The system must be implemented on the basis of a certain software and hardware 
complex, for which there is a real limit on the amount of RAM. On the other hand, the 
excessive growth of the knowledge base slows down its performance, which can be 
crucial in the case of systems running in real time. 

At the stage of primary formation of the ontology of IDSS at the time of its crea-
tion, such a problem does not arise, but during operation, the allotted amount of phys-
ical memory is filled, so you have to resort to the procedure of releasing the part of it 
that is used by the system the least effectively. So, the system works alternately in two 
modes: 

 adding new knowledge to ontology; 
 withdrawal from ontology of information which on certain signs repre-

sents for the user the least value. 
One approach to the selection of features that identify knowledge that is appropriate 
to withdraw from the ontology is to weigh the concepts and relationships between 
them during their addition and use during the operation of the system. 

To maintain the system in working condition, you need to leave a certain amount 
of free RAM. The paper selected 10 % of the total. If this benchmark is exceeded 
during filling, the system enters the optimization mode, during which the sequential 
selection and extraction of those elements from the ontology for which the ratio to the 
importance of the space occupied in the RAM will be minimal: 

 1 1
min j

j K
j

W
J

m 
 , (1) 

where jW  is the importance of the element jC ; jm   is the place of the element in 
RAM; K is the number of ontology concepts. 

7 Response Time to External Appeal 

The performance determined by the response time of the ISPR to an external appeal 
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can be estimated by the maximum number of arcs of the ontology graph in the possi-
ble trajectory of the message propagation between the concepts that are involved in 
the case of response generation. The performance, determined by the response time of 
the IDSS to the external appeal, can be estimated by the maximum number of arcs of 
the ontology graph in the possible trajectory of the message propagation between the 
concepts that are involved in the case of response generation. The eccentricity of the 
vertices of the ontology graph (Fig. 1). The eccentricity jE  of a vertex jC   in a con-
nected graph G is the maximum distance from the vertex to the rest of the vertices in 
graph G. Then the worst performance of the system is: 

 2 1
max jj K

J E
 

 , (2) 

where jE  is the eccentricity of vertex jC  in a connected graph G, K is the number of 
ontology concepts. 

 
Fig. 1. Scheme of generation of response by concept message handlers to external appeal 

8 The Completeness of the Ontology System 

Ontology completeness can be defined as the average percentage of nontrivial re-
sponses to external requests to the system. By trivial is meant an answer that does not 
give its recipient new information. In particular, it is possible to rank as trivial the 
answer of type "information is absent". Another test intelligent system, the complete-
ness of which we know, or a human expert can estimate the percentage of nontrivial 
answers of a certain system. 

The completeness of ontology as the ratio of the completeness of ontology to the 
number of its concepts is subject to optimization. If the number of compared ontology 
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concepts or knowledge bases are the same, which is the case if they are saturated 
during operation, it is enough to compare only their completeness. 

The principle of determining the completeness of the ontology is based on the 
methodology of comparison and evaluation of search engines, proposed by the Amer-
ican Institute of standards (NIST) – one of the authoritative bodies of standardization 
of information technologies in the United States. The methodology uses a corpus of 
test questions and documents accumulated during the text search systems assessment 
conferences (TREC and text retrieval evaluation conference) held by NIST. 

Such criterion is integral and does not allow to carry out regular optimization of 
structure of ontology on its basis, and is intended for an assessment and comparison 
of functioning of information systems as a whole. 

9 Balance Subject Area 

During automatic ontology rearrangement, it is possible that as a result, the granulari-
ty of domain concepts, represented by the number of classes, subclasses, their in-
stances and properties, for one class may differ significantly from the display of an-
other class. Balanced domain is expressed in a uniform representation of individual 
sections in the ontology. The requirement of balance may be in front of commercial 
universal IDSS, the scope of which cannot be determined a priori. The formal criteri-
on of the balanced representation of the concept-class in the ontology of IDSS can be 
the variance of the importance of its subclasses: 

 
2

1 1k k k
j i iW W          , 1..i n , 1..j K , (3) 

where 1k
iW    , 1k

iW     there are importance and averaged importance of K + 1-level 
subclasses, respectively; n is the number of subclasses in the J-th class, N is the num-
ber of classes in the ontology. 

When optimizing the ontology, the balance criterion can be used when choosing 
the subject of exemplary texts to complement the ontology. In this paper, the ontology 
content optimization algorithm does not contain such a criterion of the objective func-
tion, so it is not considered in detail. 

10 Formulation and Solution of Optimization Problem 

We formulate an optimization problem, which will be the basis of the ontology com-
pletion and optimization procedures. The automatic generation of the ontology deter-
mines the need to carry out its local optimization during the filling, and the ball-at the 
ordering stage, when the filling of the prize is completed before the completion of the 
optimization procedure. The ontology optimization method contains the problem of 
normalization of its structure and the problem of content optimization (Fig. 2), in 
addition: 

1) the elimination of parallel edges, duplication of vertices with the same parame-
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ters and other features of the structure of the graph of ontology, which can violate its 
integrity and reduce the efficiency of the functioning of the intellectual system, is the 
task of normalizing the structure of ontology; 

2) optimization of the content part of the ontology is performed in order to in-
crease its performance and information saturation due to restrictions on the physical 
memory of the system. 

It is assumed that the solution of these problems must be divided in time, and in 
order to preserve the integrity of the ontology, one must first perform its structural 
check, and only then - optimize the content part by sequential reduction of its graph to 
fulfill the requirements of the selected criteria by maximizing the sum the importance 
of the vertices and edges of such a graph. 

 
Fig. 2. Application of ontology optimality criteria at the stages of its filling and ordering 

Some tasks are shown in the figure, namely the development of the structure and con-
tent of the ontology (on a white background) do not require optimization, so it is not 
the subject of detailed consideration in this work. 

10.1 The Task of Normalization of the Structure 
The above criteria are defined to ensure the integrity of the ontology-coherence, con-
sistency (absence of contradictory statements) and minimality (controlled redundan-
cy), which are the basis of the optimization problem.  One of these criteria – connec-
tivity - will act as a constraint that must be satisfied, but the minimality and con-
sistency criteria define two separate optimization problems. The problem of minimiz-
ing the structure of the ontology graph is based on a typical optimization problem of 
graph theory about finding a minimum skeleton, which consists in finding a skeleton 
of minimum importance in a weighted graph. But the problem of ensuring consistency 
in the structure of the graph is effectively solved by applying the method of resolu-
tions. The order of application of such optimization procedures is important, since the 
structure minimization is partially achieved during the elimination of logical incon-
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sistencies. So, consider them sequentially in order of application. 

10.2 Ensuring Consistency of Ontology Structure by Resolution 
Method 

The presence of negative statements in the structure of ontology leads to internal logi-
cal conflicts, violating its integrity, so the system must be able to timely identify and 
remove those that are recognized as erroneous.  Such a problem can be effectively 
solved by applying the method of resolutions – the classical method of automatic 
proof of theorems. This method is based on proving from the opposite to the con-
sistency of a set of statements. For this formula in the predicate calculus using the 
corresponding transformations are reduced to disjunctive form, that is presented as a 
set of sentences of a certain class of well-formed formulas, unquantifiable disjunction 
of literals, each of which is either a predicate or the negation of a predicate. 

The disadvantage of the resolution method in its direct application can be attribut-
ed to the "blind" search, since the resolution method is a iterative procedure. Its direct 
application is inefficient, since for large ontologies it generates a significant number 
of unpromising resolutions. To prevent "exponential explosion" it is necessary to 
apply more effective modifications of the method: semantic resolution, loc-resolution, 
linear resolution. The essence of these modifications is the introduction of certain 
criteria by which disjuncts participating in the next resolution are selected. These 
modifications in General do not eliminate the backtracking search, but allow to signif-
icantly reduce this search and make the method more suitable for practical use. The 
linear resolution algorithm is applied in the paper, taking into account its efficiency 
and ease of implementation [8]. 

10.3 Normalizing the Structure by Searching for the Minimum 
Skeletal 

Normalization of the ontology structure, first of all, is to ensure its minimality, that is, 
the absence of information redundancy. In the case of representing the ontology struc-
ture by a weighted graph, where the importance of the edge reflects the importance of 
the relationship reflected by it, and redundancy can manifest itself in the form of par-
allel edges, the procedure for eliminating such features may consist in sequentially 
removing the edges with minimal importance while maintaining the connectivity of 
the entire graph. To solve this problem, it is proposed to use an algorithm for con-
structing the minimum frame of the graph [7]. A skeletal is a subgraph of some graph 
G(V, E) containing all its vertices and being a tree. When the edges of a graph have 
importance, one can construct a minimal skeletal tree (MST – Minimal Spanning 
Tree) of a weighted graph – it is a skeletal tree whose importance (the sum of the 
importance of its edges) does not exceed the importance of any other skeletal tree. 

In our case, instead of allocating edges with minimal importance, it is necessary 
to allocate edges with maximum importance, taking into account the peculiarities of 
providing a semantic network with different types of semantic connections by a con-
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ceptual graph. 
A common graph of a knowledge base ontology is like a graph of a semantic net-

work consisting of subgraphs that share vertices-entities, but different types of edges 
that reflect different semantic relationships between these entities. The procedure for 
constructing a minimal skeletal tree is performed separately, sequentially for each of 
the subgraphs allocated by the type of semantic relations.  

Therefore, the overall strategy of constructing a minimal skeleton in the task of 
minimizing the structure of the graph is as follows: at each step, an edge is added to 
the fragment of the skeletal tree formed in the previous step, the highest in importance 
among those edges that already connect the construct. This is a fragment with vertices 
that have not yet been added to this fragment. In order to economically implement the 
steps of this process, we associate with each vertex хVG the two labels β (x) and γ 
(x) are the importance of the most important edge connecting the vertex x to the con-
structed fragment of the maximum skeleton, and the name of the second vertex of this 
edge, respectively. The β(x) and γ(x) labels allow you to quickly find the edge of 
maximum importance at each step. 

Let us assume that the graph G, which reflects the structure of the ontology of the 
knowledge base of a certain semantic type, is given by the importance matrix. Then 
the algorithm for constructing the minimum skeleton will have the form described 
below.  

1. We select any vertex of the graph of the knowledge base G and find the edge 
(connection) adjacent to it with the greatest importance. At the same time, 
let ET:= Ø, VT:={a}, where VT, ET are the sets of vertices and edges of 
the minimal backbone fragment being constructed; a is any vertex from 
VG. 

2. Assign labels to the remaining vertices х≠a on the principle β(x)=W(x, a), if 
хNa, and β(x)=0, if хNa, γ(x)=a, Na   is the environment of vertex a. 

3. Choose a vertex v*VG\VT, the closest to the fragment by condition: 
*

/
( ) min ( )

v VG VT
v v 


 . 

4. Increase the fragment. Among the unused vertices we find the vertex with 
the maximum value of x and connect it to the corresponding vertex of the 
skeleton. To the rest of the unused vertices, re-assign the value β (x) from 
γ(x) taking into account the increase of the backbone, that is, if 
β(v)>W(v*,v), then β(v):=W(v*,v), γ(v):=v*. If β (v)≤W (v*, v), then the 
vertex label v is not changed. Proceed to point 3. 

5. Repeat the operations until there are no unoccupied vertices, that is, if 
|VT|=n, the procedure must be completed. The edges contained in the plu-
ral ET are the minimum skeleton. 

On Fiig. 3 shows the graph G and the sequence of construction of fragments of the 
minimum skeleton, which are formed after each iteration of the algorithm. Since each 
time an edge is added to ET, one end of which belongs to VT and the other does not, 
then the graph T=(VT, ET) remains a tree at each step. After the algorithm completes, 
this tree will be the backbone, since the algorithm stops working when VT=VG. 
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Fig. 3. The sequence of construction of the minimal skeleton of the graph G 

We will show that this algorithm builds a minimal spanning tree for the time O(|G|2). 
The one-time execution of paragraph 1 requires O (|G|) time. The same amount of 
time is needed to update the labels in step 4, and the fragment increase is performed in 
time O (1). Since each of the paragraphs 2-5 is executed n-1 times, the estimation of 
the complexity of the algorithm is O(|G|2). 

10.4 The Problem of Optimization of Content 
The criteria by which the optimal content of the ontology is achieved are selected and 
justified above: performance, completeness and minimum amount of physical 
memory. The procedure for optimizing ontology is to consistently remove from it the 
concepts that are of least importance. At this stage, based on these criteria, it is neces-
sary to formulate an optimization problem, that is, to formulate a target function and 
impose the appropriate restrictions arising from the method of implementation of 
IDSS. Since the optimal content of the ontology of such a system is estimated by 
contradictory indicators, it is not possible to “bring them to a common denominator” 
at the same time. In this case, we have a situation of uncertainty of goals, which can 
be eliminated by using one of the methods of eliminating uncertainty (benchmarks, 
the method of linear convolution, the introduction of metrics in the space of objective 
functions, Pareto compromise). 

So, first you need to solve the problem of finding the optimal number of concepts 
in the ontology, and then, using the results obtained, to implement the procedure of 
periodic alternately adding new concepts to the ontology and extracting elements 
from the ontology, the semantic value of which is less for the system. This procedure 
should be the basis of the method of adaptation to the ontology of the user-defined 
domain, as a functional element of the corresponding intellectual system. The prob-
lem of extracting the least important elements from the ontology can be formulated as 

Lviv Polytechnic National University Institutional Repository http://ena.lp.edu.ua

http://ceur-ws.org/
http://colins.in.ua/


Proceedings of the 4th International Conference Computational Linguistics And Intelligent Systems 

 
 
 

COLINS’2020, Volume II: Workshop. Lviv, Ukraine, April 23-24, 2020, ISSN 2523-4013  
http://colins.in.ua, online 

32 

a discrete linear optimization problem, as evidenced by the results of simulation of the 
complement and weighting procedures. A similar condition of such an optimization 
problem is the problem of the solution [7]. Only here the share of ontology concepts 
subject to withdrawal will act as a backpack. 

Let's consider the limitations that are imposed on such an optimization problem, 
determine the optimal performance / completeness volume of the ontology and for-
malize, giving in the form of an algorithm, the solution of the problem of selecting 
elements to extract from the ontology. 

10.5 The Imposition of Constraints on the Optimization Problem 
As a limit on the number of concepts of the optimized ontology, we introduce the 
parameter of the minimum allowable amount of free RAM. The choice of this param-
eter is due to the need to maintain the system in working condition while supplement-
ing its ontology. Its value depends on the specific conditions of implementation of the 
intelligent system (hardware and software). For certainty, the value of the parameter 
will take 1 % of the total memory occupied by the ontology: 

 
1

0,01
K

j
j

M m


    (4) 

where jm is the volume that occupies the j-th element in the IDSS RAM. 
If this benchmark is exceeded during filling, the content optimization process 

starts, during which the elements selected in the above manner are sequentially re-
moved from the ontology. 

The optimization process can be carried out both in case the target function 
reaches the optimal value and in case the optimization parameters (the target function) 
reach critical, that is, restrictive values. In the case of optimizing the content of the 
ontology, the removal of concepts that carry a small semantic load, and therefore have 
the least importance among all the concepts that are considered, stops when the rela-
tive amount of free RAM exceeds the second threshold value-10 % . The choice of a 
numeric value also depends on the conditions of the IDSS implementation and, in 
particular, its ontology. 

10.6 The Problem of Finding the Optimal Number of Ontology 
Concepts 

During the operation of ontology there is a dilemma of ensuring, on the one hand, the 
most complete reproduction of the semantic structure of the analyzed texts in the case 
of their representation in the form of conceptual graphs, and on the other, the maxi-
mum performance of the system of their intellectual analysis. 

A well-known lexical-semantic source suitable for building a General-purpose 
ontology is the WordNet database, developed and maintained by scientists at Stanford 
University (USA). It is de facto considered the standard of semantics of the English 
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language and allows you to reproduce the” IS-A " – a hierarchy of concepts with a 
volume of about 100 thousand words. However, the complexity of the algorithms that 
have to be implemented on ontology graphs in order to recalculate the importance 
coefficients of its elements and construct semantic images of translated texts, as 
shown by the research, is power, in particular, the search for the semantic center of 
the importance of the conceptual graph is O(n3). Therefore, the dimension of the on-
tology significantly affects the performance of IDSS. 

There is a class of application tasks that require real-time processing of text data 
(for example, monitoring and filtering continuous mail traffic). At each subsequent 
moment a new batch of data arrives in need of analysis. In such cases, there is a di-
lemma between choosing the completeness of such analysis and performance. Reduc-
ing the dimension of the ontology to certain optimal boundaries is an important opti-
mization task of the stage of its development, at which it is possible to take into ac-
count the peculiarities of the operating conditions of the system, giving preference to 
either the speed or accuracy of the resulting IDSS solution. The accuracy of the result-
ing IDSS solution depends on the completeness of the representation in the ontology 
of the defined SOFTWARE. In the framework of this work, a simple linear model of 
dependence is taken as a basis, which provides us with an upper bound for estimating 
the accuracy drop caused by a decrease in the volume of the ontology: 

 ( )e

m

r
f G G

r
    , (5) 

where e er R is the power of the set  eR   of right decisions issued by the IDSS (for 
example, according to an expert assessment of a particular domain) found by the ap-
propriate method; m mr R is the power of the set R of all system-issued solutions 

found by the corresponding method; e mR R ; G  is the relative number of concepts 
in ontology; G = K/N (K – number of ontology concepts; N - number of domain con-
cepts);    is the linear coupling coefficient. 

Therefore, the balance between speed and accuracy of the search can be reduced 
in the model approximation to the search for the optimal ratio of speed and complete-
ness. The practical implementation of the ontology as a semantic network of frames, 
the tops of which are placed the object modules and links implemented on the basis of 
opracowac of these modules determines the need to evaluate the system performance 
as the system response time to external appeal. An arbitrary number of object mod-
ules can participate in the processing of such an appeal through an appeal to each 
other. The reaction time is generally determined by the slowest component of the 
system. Therefore, the performance of such a system can be estimated because of the 
averaged slow reaction of its components. 

So, as already mentioned, to solve such a problem, it is necessary to determine the 
optimal number of elements in the ontology of the IDSS knowledge base on the basis 
of performance and completeness criteria. For this purpose we write the target func-
tion 
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 1 minf E
G

   . (6) 

The eccentricity of the vertex of the ontology graph, whose connectivity is ensured by 
the mandatory existence of "IS-A" - connection between all elements of the ontology, 
will be no more than the sum of the levels of the taxonomic hierarchy between the 
given and the root elements and the maximum number of levels in the ontology. An 
arbitrary additional semantic relationship between elements of an ontology reduces 
the average eccentricity of the vertices of its ontology. So, for a certain statistical 
distribution of the number of elements on the levels of the "IS-A" hierarchy, the aver-
age eccentricity of the vertices of the graph, reflecting the ontology:  
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where k is the number of levels in the graph; K is the number of concepts in the on-
tology; N is the number of concepts in the domain dictionary; P(i) is the probability of 
finding an ontology element at the i-th level of the taxonomic hierarchy of concepts, 
established on the basis of the analysis of the lexical database WordNet. 

It is established that for such an actual distribution of the specified optimality cri-
teria and the dictionary, which contains 100,000 concepts, the minimum of the target 
function corresponds to the optimal number of 31,000 concepts in the adaptive ontol-
ogy of IDSS. 

10.7 Representation of the Problem of Extracting Elements from 
Ontology as the Inverse of the Scapular Problem 

For practical application of discrete optimization problem of ontology instead of inte-
gral criteria of optimality of ontology as a whole it is necessary to apply the criteria 
characterizing each separate element of ontology and give the chance to make on it 
the decision on necessity or inexpediency of its introduction to ontology (an exception 
from it). For this purpose, criteria have been developed and adapted for application in 
this method. 

Let assume that each element of ontology takes the same amount of memory and 
therefore the total volume occupied by linearly dependent on the amount specified in 
the ontology concepts . The mean eccentricity of the vertices of an ontology graph is 
taken into account in the self-importance of classes and the importance of their sub-
classes, falling with the level. If we take into account the fact that the ontology con-
tains more than 10-100 thousand individual concepts located in the taxonomic 15-25-
level hierarchy, the relationship between the importance of concepts close to the root 
and the importance of concepts of the lower levels is several orders of magnitude. 
Thus, for semantic problems, the removal or introduction of the ontology of lower-
level concepts during optimization does not significantly change the importance of 
other concepts. Therefore, we can use the model assumption of the independence of 
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the average importance of ontology concepts from their total number, and the linear 
discrete problem of content optimization can be represented as the problem of the 
scapular. Backpack will act and the proportion of the volume of ontology, which 
should include the least valuable elements in order to further their withdrawal. 

 
Fig. 4. The objective function of finding the optimal number of ontology concepts 

Applying a simple search for an ontology with n elements, the upper estimate of the 
number of possible combinations will be 2n. in addition, to solve such a problem, it is 
enough to apply dynamic programming methods, a greedy algorithm or the method of 
branches and boundaries.  

During the study of the effectiveness of the implementation of individual meth-
ods, the choice was stopped on the use of a greedy algorithm. This algorithm has 
complexity O(n log (n)) and guarantees finding of the solution not worse than twice 
from optimum that is acceptable for this problem.  

Let for an ontology with n elements the excess volume is N=1 / 10M, where M is 
the maximum allowable volume. If the introduction of the i-th element in the” duffel 
bag "” хі, 0≤ хі ≤1 determines the benefit xi/Wi, then the optimal filling of the "duffel 
bag" is considered to be such a filling with elements that maximizes the total total 

benefit. The problem can be formulated as follows: maximize 
1

1n

i
i i

x
W

  such and ele-

ments for which: 

 1

n

i i
i

m x N



, 0iW  , 0im  , 1,...i n ,  (8) 

The task is simplified if we accept,, which usually corresponds to the conditions of 
the ontology implementation. 

The implementation of the greedy algorithm in this problem is reduced to the se-
quential execution of the following operations (Fig. 5): 
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1) search for the item with the least importance.; 
2) adding it to the set of those that are withdrawn (assignment xi=1); 
3) calculate and check the conditions (8);  
4) if condition (8) is met, proceed to clause 1; 
5) in case of violation of the terms, stop the search and delete the selected items. 

 
Fig. 5. Block diagram of greedy algorithm implementation 

The time estimate of the algorithm depends entirely on the time estimate of the order-
ing algorithm used, since it takes O(n) time to implement the filling strategy itself 
after the items are ordered. 

11 Conclusions 

Automatic filling of ontology causes the urgency of the problem of its periodic opti-
mization. The set of criteria of optimality of structure and content of ontology which 
reflect requirements to operational characteristics and technical possibilities of reali-
zation of the corresponding systems is proved. The task of ontology optimization is 
proposed to be divided into the task of structure normalization and the task of content 
optimization. Elimination of parallel edges, loops, loops, duplication of vertices with 
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similar parameters and other features of the structure of the graph of ontology, name-
ly: logical contradictions that violate its integrity and reduce the efficiency of func-
tioning, is the task of normalization of the structure. During the solution of this prob-
lem the method of calculation and algorithm of construction of the minimum skeleton 
is applied. Optimization of the ontology content is performed to increase its infor-
mation saturation and ensure adaptation to the information needs of the user through 
periodic reduction of its volume to the specified limits by removing the elements 
whose semantic value is the least. It is shown that the optimization problem can be 
reduced to a discrete optimization problem on the shoulder, the algorithms for the 
effective solution of which are known. 
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