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Abstract: Crucial requirements to the diagnostics
systems of eectrical equipment have been formulated
which take into account the conception of Smart Grid.
Results pertaining to the issues of diagnostic signals
formation in operating electrical equipment are
considered. Informational support for multilevel systems
of electrical equipment has been presented. The basic
components of the informational support are discussed,
including mathematical models of diagnostic signals,
and also models simulating the process of forming the
training datasets; the latter cover both certain defects of
investigated electrical  equipment units and their
operating modes. Various representations of training
datasets have been introduced and investigated; the
datasets cover certain technical conditions of eectrical
equipment unitsin the variety of operating modes.
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1. Key taks of eectricity supply industry in
Ukraine

According to different estimations [1, 2], currently
from 70 to 90 % of core equipment and 80 % of internal
consumption equipment in Ukraine have aready served
out. For further reliable operation of this equipment, it is
necessary either fully to replace it, or to equip it with
modern monitoring facilities, which, with high
probability, would determine the residual capacities and
thus provide overall increase in its operating reliability.
Thefirst way of resolving the problem, i. e. replacement,
requires enormous expenses (about 50 milliards US
dollars). The second way envisages recurring determi-
nation of the actual technical condition and the residual
capacities of operating electrica equipment (EE); that
way encompasses development and application of
modern methods and monitoring/diagnostic facilities.

Reliability performance measures of power equip-
ment are determined by influence of operating
conditions and interna factors characterizing the features
of the power equipment. The combination of such
factors is of random character. Therefore, as a matter of
practice, for resolving such tasks expediency dictates the
application of statistical methods.

The most effective methods of monitoring and
testing are so-caled non-destructive methods [3-6],
which usually are implemented by means of task-
oriented computer systems.

A couple of sources [7-12] underscores that modern
power engineering, taking into account the trangtion to
application of intellectual networks built on the basis of
Smart Grid conception, requires to develop an integral
multilevel control system providing the high level of
automation and reliability of the overall system,
embraces power producers, transmission and distribution
networks, consumers, etc. The availability of actual
information on the actual condition of every power unit
and the exchange of the information among al
participants of electric power market, which increases
the reliability of the overall system, is of great
importance.

As a result, one of key tasks in modern power
engineering is development of methods and technical
devices for monitoring of the conditions of separate
electrical units and their testing [7, 9, 10], which would
carry out real-time deep testing of the condition of
separate electrical units, provide processing of such
diagnostic information, select from the large data array
the information that is critical for the overall system, and
transmit it to the higher hierarchy level.

As it was highlighted in many works [8, 9, 10], a
multilevel system for EE diagnostics, embodying the
conception of Smart Grid, is structured according to such
principles:

— decentralization of computational resources
with the aim of ensuring the necessary frequency of
measurements and processing of diagnostic signas
received by specified devices;

— dructuring of diagnostic
hierarchical principle;

— classfication of diagnogtic information in
accordance with its critical importance, for optimization
of data flow between the hierarchica levels of the
system.

Implementation of such system gives an opportunity
to ensure the exact and timely exposure of defects of the

information on



On Peculiarities of Development of Informational Support for Technical Diagnostics... 35

most loaded units of power equipment (PE) by means of
permanent deep diagnostics of their condition; timely
informing the maintenance personnel of the place and
type of defect and transmission of processed information
transfer on the actual condition of the unit in question the
higher hierarchy level for prompt response [8, 9, 10]. In
the end, it would improve the reliability of the overall
power system and ensure high quality of eectricity,
which is an important prerequisite for the integration of
the Ukrainian grid into the unified European system
(UES).

As it results from anaysis of different sources [13,
14], in the process of development of a multilevel
diagnostics system, it is crucia to take into account a
variety of operating modes of EE units to ensure the
receipt of reliable information on their technica
condition.

Taking into account the above considerations, the
primary purpose of this article is development of
informational support for the multilevel diagnostics
system of dectrical equipment that provides functioning
of a system implementing the conception of Smart Grid.

In the process of solving the task of EE technica
condition testing, physical processes responsible for
operation of the equipment are the primary source of
information. In other words, those physical processes are
informational diagnogtic signas, their parameters and
features describe the technical condition of specified EE
units. It should noticed that an operating EE comprises
both moving and sationary components, which
influences both the measurement methods diagnostic
signals and their processing methods (filtration, taking
into account of cyclical nature dictated by the frequency
of rotating electromagnetic field, etc). It must be taken
into consideration when a mathematical mode for the
description of the physical processes in EE units is
selected. Those issues are discussed in detailsin [3, 6, 7,
14-17].

2. Matematical models of diagnostic signals

As the mentioned sources show, such processes as
vibrations, electromagnetic processes, acoustic emissi-
ons, therma processes, etc are the most informative
processes characterizing the technica condition of EE
units. In our following research, vibration processes — as
main carriers of diagnostic information — are used for the
description of application peculiarities of a multilevel
diagnostics system of EE units.

Rotating electric machines (EM) are most typica
units of an operating EE comprising both moving and
dtationary components. A lot of publications is
concerned with the problem of vibrations in various EM
elements; the most significant of them are [3, 7, 15-21].
As it was shown in these works, EM vibrations are

triggered by the impact of e ectromagnetic forces; forces
attributed to work of rolling bearings and commutator;
aerodynamic forces; forces caused by the mechanica
disbalance of rotors.

Among the enumerated triggers of EM vibrations,
the vibrations of rolling bearings are most significant [3,
7, 17, 18, 19]. The vibrations of active rolling bearings
are caused by four basic factors: resonances of bearing
elements and its retention; functioning of bearing
elements; acoustic radiation; external vibrations.

It should be noted that external vibration of bearings
is caused by connection between rotating and stationary
parts of EM. Thus, a bearing unit is the basic place for
transmission of vibrations from moving units to
stationary ones.

To develop the dructure of the multilevel
information-measuring diagnostic system (IMDS) and to
choose necessary software and hardware solution, the
mathematicall models of EE units vibrations are
considered. The methodology of developing the IMDS
structure remains identical for any EE and does not
depend on the type of carrier of diagnostic information.

Mathematical models forming a part of IMDS
informational support can be divided into two basic
groups:

—Models of diagnostic signals anayzed to obtain
indices used for testing of EE unitstechnical condition;

—Modds of forming the training datasets that
characterize the EE units condition.

The mathematica models of diagnostic signals —
that characterize the technical condition of EE units —
provide theoretica substantiation of diagnostic signas
determining the technical condition of investigated units.
Namely those diagnostic signals determine the choice of
algorithms and software for multilevel IMDS.

In general case, a simplified mathematical model
describing processes, going on at a functioning object to
be diagnosed, and taking into account their operating
modes is presented as follows

E=y[H, @(t,0),t], )
where E is j-dimensonal vector; its dements are |
&(t), & ()., &(t); H s
n-imensional vector; its elements of that are n input
functions 1, (t).n,(t),....m,(t);  @(t,0) s
m-dimensional vector; its eements are m interna
functions ¢,(t,0),¢,(t,0),...,¢,(t,0) of the object

input  functions

to be diagnosed; t istime; v [0] is, in ageneral case, a
nonlinear functional mapping from vector spaces
indicated above,; it is time-dependable. In the presented
relation (1), the parameter 6 characterizes the operating
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mode of the investigated object. This parameter 6 can
characterize speed, temperature, load conditions and
other EE working modes.

In the similar way, the mathematical model — that
takes into account any other operating modes — of a
functioning object to be diagnosed can be represented.

As it was shown [3, 7], the model of wide range of
diagnostic processes can be represented by linear
stochastic processes (LSP). It is important that general
form of characteristic function for LSP models is well-
known. It facilitates the determination of both the
moments of the process of any order (providing they
exist) and finite-dimensional distributions of the process
[3,7,14, 22].

As the conducted theoretical research and
experiments [3, 7, 14, 15] showed, the vibrations of a
wide class of engineering objects, and in particular of
many EE units, have a distinct multi-resonant structure.
Therefore, a mathematical model describing the multi-
resonant vibration processes is chosen; it aso provides
for further consideration of EE operating modes.

The mathematicad model of vibrations in EE units
can be developed on the basis of LSP [3, 7, 22]. It is
done under the assumption that the investigated unit — as
a mechanical system — has linear characteristics, i. e. its
response is aways proportiona to excitation. Asaresult:

— frequency characteristics of the investigated
mechanical system do not depend on the level of
excitation (property of homogeneity);

— frequency characteristics of the investigated
mechanical system do not depend on the type and shape
of excitation wave (property of superposition).

Additionaly:

— there is some causdlity is certain, i. e the
mechanical vibrations of units do not appear by, and they
are aresult of some influence;

— vibrations demonstrate steadiness, i. e they
attenuate within some time after excitation is terminated;

— features of the investigated mechanical system do
not change during an experiment (time-invariance).

The proposed assumptions alow us to
mathematically describe an investigated unit as some
linear time-invariant system.

The EM vibrations have a stochastic character [3, 7,
14, 17]; therefore, for their mathematical representation,
that or another class of random processes can be used.
To accomplish the probabilistic analysis of a random
process é(t), it is necessary to describe it in some way.
Probability theory offers to use for this purpose a
sequence of finite-dimensional distribution functions.

Obvioudy, this way of description is very
cumbersome. The method of stochastic integra
representations was proposed [3, 14, 22], which gives an

optimal way for description of a sufficiently wide class
of random processes. According to those works, a
process occurring as the response of a linear system to
white-noise excitation, can be described by LSP
mathematical model; in that case, white noise is
represented by the generalized derivative of some
infinitely divisible random process.

The features of Hilbert's linear processes, i. e
processes with finite dispersion and characterigtic
function presentable in the Kolmogorov canonical form,
aswell as feasibility of their utilization for classification
of information signals in different applications were
investigated [3, 22]. As a result, the methods of full
probabilistic LSP analysis were developed; in particular,
formulae for determination of characteristic functions
(ChF) and moments of a process of any order by the
parameters of an input (generating) process and the
characteristics of the linear system (its kernd) were
elaborated. Thus, the LSP theory has become a
comfortable mathematica vehicle for the andysis of
linear systems responses described by a LSP model.

Therefore, the response of an investigated EE unit to
some impul se excitation is described by a LSP modd.

A linear stochagtic process can be represented by
stochagtic integral of such aform

E(t)= [ p(r.t)dn(c), teT, TCR, (@

where ¢(r,t), re(—oo,oo), teT is ared non-
random numerical function (kerne (2)), such that

j|¢(r,t)|pdr < oo is uniformly continuous in t at

p=12; {n(r), P{n(O)zO}zl,r € (—oo,oo)} is
stochastically  continuous random  process with
independent increments.

The non-probabilistic function ¢(7,t) is caled the
kernd of integral transform (2). The generdized derivative
of n(r)-proc&s— that is ¢ (t)=dn(r)/dr (generating
process) — is a white-noise-type random process because of
independence of n(r)-proc&s increments [3, 22]. Thus,
LSP can be understood as the response of a linear system,
described by an impulse response function (p(r,t), to
whitendise(i. e (7 )) exditation.

If n(r)-process is a process with uncorrelated

increments, the formula (2) describes a linear stochagtic
process. Taking into account the fact that diagnostic
signals are formed by a read physica system,
E(t) -process must have finite values of power

characteristics. Thus we suppose &(t) -process to be a
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Hilbert's process, i. e. M[|§(t)|1 < oo and dispersion of
n(r) -process increments is finite [22]. If the function

¢*(c,t), k=12, ... isintegrableon 7 atal t andall
cumulants up to K -th order of n(r)-process exist at
t =1, then mixed cumulants for the values of

E(t) -process of k -th order at t,, ..., t, alsoexist. Asit

was previoudy shown [3, 22], they are determined by
the following formula:

680, EQ)] = ] TG 1)k,

w0 j=

3)
k=1, 2, ..,

where k., isk-th cumulant of random variable (1) .

In particular, the expressions for mean (expected
value) M[(t)] and correlation function R.(t;,t,) of
LCP (2) are asfallows:

MIE®)] =1, [ ¢(,t)dr,
(4)
R. (tut) =x, ,[ ¢(z,1)¢(z,t,)dr.

The latter expressions are used for the theoretical
judtification of diagnostic indices sdected for evaluation
of the technical conditions of EE units by their vibration
responses to impul se excitation.

The main advantage of LSP model is the fact that
basic probabilistic characteristics of the process (2), such
as didgribution moments,  correlation  function,
characteristic function, can be represented by parameters
of generating process n(7) and kernel ¢(7) of the
process. Additionally, linear operations (integration,
differentiation) on the processes described by the
formula (2) produce as a result the processes of the same
kind (2).

Since for alinear stochastic process £ (t) described by

the formula (2) [ ¢°(z,t)dr <o, the logarithm of one-

dimensional characteristic function is determined by the
following expression [3, 22]:

Inf, (u)=

Ay + T T {exp(iuxzn: a0, (T)J_ 5)
% =1

—00

M>

=ium
j=1

-1- iuxi a0, (1)} dK gx)
j=1

X

dr,

where @, (t) ] = 1,n, is determined by the formula
(2); m and K(x) are parameters of the characterigtic
function of generating process n(r) in the Kolmogorov
form; &; are some weight coefficients.

Applying the models (1) and (2) as well as basic
provisions of LSP theory, the mathematical model of

vibration process of an investigated object can be
presented as L SP-vector asfollows

En(t)={&,(1), &5(1), ... En(V)}, teT, (8)

where the sequence of components {; (t), | = ﬁ} of

the model (6) describes the sequence of diagnostic EE
vibration signalsin its n operating modes.

The modd (6) is a LSP-vector which enables taking
into account the specificity and characteristic variances
of different operating modes of investigated EE. The
offered model is further development of well-known
mathematical models of diagnostic signals [3, 4, 17, 20,
21] obtained by examination of physical processes
responsible for EE functioning. A model of stationary
LSP being widely applied in vibration-based diagnostics
of engineering objects and systems is analyzed in this
article

Thus, the component & j(t) of the model (6) is

represented by a following integral :

£;(t)=
=19, (t=2)dn(e)=]g (t=)n'(e)ae, )
j=LnteT

where a non-probabilistic function ¢ | (t) characterizes

the impul se response function of an investigated object —
as a linear system — in its j-th operation mode, a
generative process n(t) is a random process with
independent  increments  and  infinitely-divisible
distribution function; it takes into account the impact of
variety of stochastic factors occurring when the
diagnostic signa is formed. The derivative n’(r) isa
white-noise process providing for utilization of both
theoretical and experimental research results obtained in
the area of vibration-based diagnostics.

Investigated EE units are a multi-resonant oscillating
system. As aresult of linearity assumption pertaining to
the investigated units, this system can be represented by
linear combination of oscillating systems of the second
order [3, 22]. Thus, a shock— wave of vibration in a
measurement point is examine in the form of a weighted
sum of random processes, each of those is a response of
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the corresponding oscillating system of the second order
to the applied shock impact:

&i(t)=2a; &, (1), i=Ln.teT. (@

where me N isan integer characterizing the number of
resonant frequencies; a;;
representing the
resonant frequencies energies; the constituent & ;;(t)
takes into account the signal characterigtics for

frequencies close to i—th resonance and is defined by
such aformula

are weight coefficients

relations between corresponding

0

5ii(t)=£¢ji(t‘f)’7'(f)df, (9)

where ¢ ;;(t) is an impulse response function of i-th

forming resonant filter.

Taking into account the time-invariance of the
investigated system and a so insignificant attenuation of
a red physical system (i. e 2z f > ), the impulse
response function of i—th forming resonant filter can be
presented in such aform:;

(27rf ji)z
Vi

is aresonant frequency; 3

¢ji(t)=

where f i

e Mt sn(y ; t)u(t), (10)

ji 1sacoefficient
characterizing the attenuation degree of i—th oscillating
contituent; v |, =\/(27'c f ji)z — % is a coefficient

characterizing the degree of correlation between f i
and B ;;; U(t) is normalized Heaviside function (unit
step).

The change of EE operating mode results in the
change of the internal characteristics of the investigated
object ¢ (t) (6), (7) as wel as functiona

characteristics of measured diagnostic signals & (t)

(8), (9).

When a diagnostic signal does not change in the
operating mode of an investigated EE unit, it is a case of
stationary functioning of the unit. In such a case the type
of basic functional characteristics — namely, correlation
function R(S), power spectrum density S(f), and
f(ut) - of invettigated
vibrations remains unchanged for any EE operating
modes. Such situation alows us to use basic expressions
for the indicated functional descriptions obtained in
works[3, 7] for afixed EE operating mode.

characteristic function
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On the basis of the proposed mathematical models
of vibration-based diagnostic signals, the sequence of
selected diagnostic indices is judtified; the takes into
account both various modes and possible technical
condition of EO tested object, e.qg. for corrdation and

spectral  analysis:  attenuation  coefficients Bji,

frequency parameters v i, | =1,n, i=1,m; for
probability distribution analysis. character of probability
density function; values of raw and central moments,
among which the most informing ones are asymmetry

coefficient k and excess coefficient y .

3. Models of forming the training datasets
characterizing EE units conditions

One of key tasks of power enginesering is
development of methods and technical devices for
monitoring and diagnostics of the conditions of power
system units in rea-time regime, generdization of such
diagnostic information, selection from the large data
array the information that is critical for the system as a
whole, and its transmission to the higher hierarchy level
[7,8,9].

The implementation of the formulated goa is
possible by development of an intellectua distributed
multilevel system for monitoring and diagnostics of PE
condition.

In practice, when systems, based on previous
training and oriented to application of Smart Grid
technologies, are used, there arise issues related to
principles of formation of training datasets and following
organization of their utilization for determination of
technical condition of certain EE or its unit. It should be
noted that the monitoring and diagnostics systems built
according to Smart Grid technology must work in real-
timeregime, i. e. such system must promptly find, in the
bank of training datasets, an appropriate dataset
containing information pertaining to both the defect type
of the object and its operating mode.

When, in the course of formation of training datasets
(so-called etalons), functional diagnostics is performed,
there arises a task of choice of diagnostic spaces
corresponding to various technical conditions of units
and their modes, e. g. EM rotor speed, temperature of
tested units, various degrees of the el ectrodynamic load,
etc. Asit was stated in [23], in modern mathematics, "...
space is a logically conceivable form (or structure) that
serves as an environment, where other forms and
congtructions actualize..." In our case, "space is
understood as a set of any objects called its points;
geometric figures, functions, physical system states, etc
may be such points..." According to [3, 7, 14, 15],
parameters or functional characteristics of diagnostic
signals, which have proven to be most sensible to the
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change of the technical condition of investigated objects,
are usually chosen as coordinates of diagnostic spaces.
Diagnostic space dimension is directly related to the
number of coordinates; diagnostic signals are measured
by sensors.

If statistical diagnostic models are chosen, certain
dtatistical parameters and characteristics, which have
proven to be most helpful for detection and classification
of different types of defects in EE units, are included
into the diagnostic space €2 as a set of diagnostic
indices.

As a result, parameters and characteristics of
diagnostic signals can be obtained by considering them
to be realizations of random processes or fields.

é(a),t),a)eQ,teT

£(w) (1)

E(o,r,1),0eQ,r(x,y,2),teT.

As diagnostic space €2 for formation of training
datasets (TD), the elipse of dispersion — well-known in
datistics — is sdlected. Taking into account such
apprehenson of diagnostic signals measuring, it is
possible to illustrate the forming of diagnostic space by a
schematic diagram (Fig. 1). In upper part of Fig. 1, Q is
the space of the set of diagnostic indices determined by
corresponding statistical parameters and characteristics.
As numerous theoretical and experimental studies [3, 7,
14] showed, the most informative among such
parameters are raw and central moments (cumulants) up
to the | -th order, and most the informative among such
characteristics are correlation function R(r), power
spectrum density S(f), probability density function

p(x), and characteristic function f(t,u).

It should be aso mentioned that the formation of
training datasets is accomplished for a tentatively
selected tested object and its comprising units.
Additionaly, the list of possible defects is formed for
each unit taking into account its type, structura features
and purpose. It should also be noted that information
capacity of specific diagnogtic indices depends on the
selected object (or its condituents) [3, 7, 14].

The lower part of Fig. 1 depicts a schematic diagram
for illugtration of the principle used for formation of
subspaces of diagnostic indices sets @, @,,...,®,;
they correspond to good condition of the object or to
presence of certain types of defects (defect 1, defect 2,
defect N) and are e ements of the space Q2 , i. e.

Dy, Doy, @, €Q. (12)

Such a family of subspaces is built separately for
each of tested objects. For our purpose, Fig. 2 shows
those subspaces built for object 1, and this object may be
any EE unit for which the diagnostics operations are
performed, e. g. powerful EM, transformers, eectric
motors of internal consumption, etc.

Pursuant to [3, 7, 14, 15], the finishing stage of EE
diagnostics comprises detection and classification of
certain types of defects that can arise in investigated EE
units. As the mentioned works indicated, performing of
those operations envisages the presence of training
datasets that correspond to certain types of defectsin the
tested EE units. In addition, to obtain reliable diagnostics
results, it is necessary to take into account EE operating
modes. It means that the formed training datasets must
concurrently take into account both the possible types of
defects and EE operating modes. R(z)

- Q space of sets of diagnostic indices
Parameters Characteristics
Raw and central Correlation function R(z)
moments (cumulants) Spectrum density S¢f)
up to the j-th Probability density p(x)
order Characteristic
function f#,u)

@, (TD n)
Object 1, defect n

Fig. 1. Principle of formation of sets of diagnostic indices

®;(TD 1)
Object 1, in good
condition

@,(TD 2)
Object 1, defect 1

Mode 4
@14 Rolling bearings,
in good condition

Motors of internal
@1 consumption, in good
condition

Mode 3
“13 Rolling bearings,
in good condition

Mode 1
* Rolling bearings,
in good condition

®,, Mode 2
Rolling bearings,
in good condition

Fig. 2. The schematic of TD formation for 4 operating modes
of rolling bearings.

The w,; schematic diagram shown in Fig. 2 depicts
the training datasets formed for serviceable rolling
bearings, which are parts of motors of interna
consumption and operate in 4 different speed modes.

These modes are represented by diagnostic

subspaces. @,, @,, W43, @ 4,. In the same way the

formation of diagnostic spaces comprising TD is
accomplished for other EE types.
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The formed family of diagnostic spaces can be
presented in the following matrix form

Wy Oy (OFT
w w w
21 2 2n
Q= (13)
Wy Oy O n

The subspaces located in the matrix (13) rows
correspond to the same technical conditions of the unit
working in different operating modes of the investigated
EE, while the subspaces located in the matrix (13)
columns correspond to the operating mode of the unit
being in different technical conditions. Therefore, the

index j =1,k in the family of subsets o ., designates

a certain type of defect, and the index p=1,_n is

designates the operating mode of EE.

Application of Smart Grid conception envisages
considerable expansion of possibilities of diagnostics
systems owing to redlization of additional function,
namely, providing of bilateral information exchange
between all hierarchica levels of the system, remote
monitoring of conditions of the investigated objects of
power stations, evaluation of residual capacities, etc.
Practical realization of such IMDS requires usto develop
appropriate methods, algorithms and software that would
process, in real-time regime, measured signa and
produce the diagnostic result regarding the technical
condition of investigated EE.

4. Conclusions

1. Methods for development of informational
support have been proposed; the methods concern the
development and investigation of mathematical models
of diagnostic signals as well as construction of models
for the process of training datasets formation for
information-measuring systems of electrical equipment
diagnostics.

2. The method of representation of training datasets
in the form of a matrix has been proposed; the matrix
elements are disperson dlipses corresponding to both
the certain types of defects of specified EE units and its
operating modes. This fact accounts for feasibility of
functioning of EE IMDS in compliance with Smart Grid
conception.

3. The mathematicad models of diagnostic signas
have been advanced; they take into account both possible
defects of tested objects and the modes (speed, electric,
temperature mode and other ones) of a working
investigated object.
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OCOBJIMBOCTI NIOBY1OBU BAI'ATO-
PIBHEBUX CUCTEM TEXHIYHOI
JIATHOCTUKU EJIEKTPUYHUX

MALIIUH

Muxaiino Mucnosud, HOpiii 'mxko,
Mapuna I'yropoga, Jlroasira Ocramayk

HaBesieHO OCHOBHI BHMOI'M JI0 CHCTEM [iarHOCTYBaHHS
€JICKTPOCHEPIeTUYHOr0 O0NaJIHAHHA 3 YPaxyBaHHIM KOHIIEI-
uii Smart Grid. Po3riisiHyTO Iesiki pe3yabTaTH, IO CTOCYFOThCS
[IMUTaHb YTBOPEHHS [IarHOCTMYHUX CHTHAJIB Yy IPaLIOI0YOMY
€JICKTPOTEXHIYHOMY 00JafHaHHi. 3anponoHoBaHO iH(opMa-
LiiiHe 3a0e3nedyeHHs 10 6araTopiBHEBOI CUCTEMH EJIEKTPOTEX-
HiyHOTO OOJIajHAaHHS. PO3MIITHYTO OCHOBHI CKJIaOBiI IHOT'O
3a0e3neueHHs], cepesl SIKMX MaTeMaTH4HI MOZeNi TiarHOCTHY-
HUX CHT'HANIB, a TAKOXX MOZEINI, SKi XapaKTepU3YIOTh IpPOLEC
(dopMyBaHHS HaBUAIBHHX CYKYIHOCTEH, II0 BOJHOYAC
BIINOBIIAIOT 1 NEBHUM jedeKTaM HOCIIDKYBAHHX BY3IiB
€JICKTPOTEXHIYHOro OOJIaJHaHHA, 1 peXuMaM iXHbOi POOOTH.
3anpornoHoBaHO I jocnimxeHo (GOpMH  IPE]CTABICHHS
HAaBYaIPHUX CYKYIHOCTEH, IO BiJNOBiJalOTh NEBHUM TeX-
HIYHUM CTaHaM BY3JIB €JIEKTPOTEXHIYHOro OOJIaJHaHHS 1 sKi
MOJKYTb NPALIOBAaTH y PI3HUX PEKHMaX.
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