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Abstract: In the article the approximation of the
function of wind speed changes by linear functions based
on Walsh functions and the prediction of function values
by linear regression method is made. It is shown that
under the condition of a linear change of the interna
resistance of the wind generator over time, it is advisable
to introduce the wind speed change function with linear
approximation. The system of orthonorma linear
functions based on Walsh functions is given. As an
example, the approximation of the linear-increasing
function with a system of 4, 8 and 16 linear functions
based on the Walsh functions is given. The result of the
approximation of the wind speed change function with a
system of 8 linear functions based on Walsh functionsis
shown. Decomposition coefficients, mean-square and
average relative approximation errors for such
approximation are calculated. In order to find the
parameters of multiple linear regression the method of
least squares is applied. The regression eguation in
matrix form is given. The example of application of the
prediction method of linear regression to simple
functionsis shown. The restoration result for wind speed
change function is shown. Decomposition coefficients,
mean-square and average relative approximation errors
for restoration of wind speed change function with linear
regression method are cal culated.
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1. Introduction

The Energy Strategy approved by the Government
of Ukraine foresees that by 2035 the share of renewable
energy sources (RES) in the energy sector will be 11 %
[1]. At the end of 2016, 1.1 MW of the capacity of
renewable energy sources was installed which produces
about 1 % of the total amount of released eectricity. The
largest part of renewable energy sources in Ukraine is
represented by wind power stations, which in 2016
produced 925 GW*h of power [2].

The application of Heisenberg's uncertainty principle
[3] leads to the fact that for ensuring maximum
efficiency of wind power dstations, it is necessary to
implement two-channel control: firs, by the basic
interval to provide the necessary level of energy for the

storage charge and, second, by the minimum duration of
an observation interval to ensure the necessary level of
maximum possible energy that can be obtained from
wind power stations. The efficient work of the station is
redized by predictive control in the basic interva
according to the predictor—corrector method [4]. In the
n" interval thereis a prediction of the wind speed change
function, and in the (n + 1)" interval a correction of
values is made, for which the wind speed change
function must be known, which in turn should be
approximated by orthogonal functions with the slightest
approximation error [5].

Therefore, the problem of predicting the function of
the wind speed change on the basis of approximation by
orthogona functions arises.

2. Approximation of wind speed change function

The dynamic change in the magnitude and direction of
the wind speed and in the reult of the interna resigance of
the equivadent wind generator source leads to the change in
the conditions for sdecting the maximum energy. The
sdection is obtained by assuming that the parameters of the
source change linearly over time [6]. Thereby, the problem of
representing the wind speed change function by linear
approximaions arises. Linear orthogond approximating
functions, in particular, indude the orthonorma Franklin
functions [7]. But taking into account their non-periodicity
and asymmetry, it is expedient to use a sysem of
orthonormd linear functions based on Walsh functions|[8]:
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wherei isthe number of piecewise-linear function, i = 0...n; n
ae gystem dimensons k is the number of partitioning
interval; wal ., (t)is a value of i"" Walsh fundtion at the k"

partitioning interval; {n,k}=0...2™ —1. Given system of
fundions stisfies the conditions of Gram-Schmidt
orthogonalization.

The equation of a function gpproximated by linear func-
tions based on Walsh functions hasthe following form [9)]:
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where ¢, =?{)y(t)\/\/“neelr i(?)dt are decomposition

coefficients for a series of linear functions based on Wash
functions

As an example, let us provide the approximation of the
linearly increasing function y(t)=t +1 by asystem of 4, 8
and 16 linear fundions based on the Walsh functions. The
results of theapproximation areshownin FHg. 1a b, c.

An approximation eror for each case is caculated by
following equation [10]:

11 2
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8, =15.7% for a system of 4 fundions d, =16.3 %
for a system of 8 functions 5, =14.7 % for a system of 16
functions Since the difference between the errorsisno more
than 1 %, for the coincidence of the bresk points of empirical
data and gpproximating functions it is expedient to use a
system of 8 linear functions based on Walsh functions.

Fig. 1 (a). Theresults of approximation of thelinearly
increasing function y(t) =t +1 byasysemof 4linear functions
basad on the Wal sh functions.

Fig. 1 (b). Theresults of approximation of thelinearly
increasing function y(t) =t +1 byasysemof 8linear functions
basad on the Wal sh functions.

Fig. 1 (c). Theresults of approximetion of thelinearly
increasing function y(t) =t +1 byasysemof 16 linear
functions based on the Walsh functions.

In order to predict the wind speed change function, let us
apply the approximation by linear functions based on Wash
functions to the data obtained from [11]. Table 1, for
example, shows the wind speed values for the period from
Augug 31, 2018 to September 7, 2018, which were taken
every 3 hours,

Tablel
Wind speed data, m/s

Time

1
Dae 0 3 6 9 12 | 15 | 18 | 2 0

08/31 1 1 2 3 2 2 1 1 1

09/01 1 1 2 3 2 3 2 3 3

09/06 1 2 2 3 4 2 2 2 2

09/07 2 2 2 3 1 2 3 1 0

Fig. 2 showsthereault of the approximetion of the wind
speed change function on September 7, 2018 by a system of
8 linear functions based on Walsh functions according to
equetion (2).

Fig. 2. Theresult of the approximation of the wind speed
change function on Septermber 7, 2018 by a sysemof 8 linear
functions based on Walsh functions.
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A mean-sguare approximation error for such
decomposition is 79% and an average reative

1N N
approximation error A ZN > A; in approximation
i

nodesis 30 %.

Table 2 shows the values of decomposition
coefficients for the values of the wind speed change
function given in Table 1.

Table 2
The values of decomposition coefficients
for the wind speed change function

Date
08/31 09/01 09/06 09/07
Coefficient

Co 1.63 2.25 231 1.88
C 0.04 -0.04 -0.07 0.14
C, -0.11 -0.32 -0.22 0.22
Cs -0.04 -0.04 0.14 -0.36
Cs 0.25 -0.32 0.14 0.22
Cs -0.11 -0.04 -0.22 0.07
Cs -0.40 -0.18 -0.36 -0.29
C; -0.18 -0.18 . 0 0.14

To predict the wind speed change function, let us
predict the decomposition coefficients for a series of
linear functions based on Walsh functions. For this a
regression analysis is applied, and the comparison with
results of approximation of corresponding empirical data
is made.

3. Application of regression analysis
In order to find the parameters of multiple linear
regression let us apply the method of least squares,
according to which the decomposition coefficients of a
series are calculated by the following equation [12]:
-1
T 'Cin) C.

n

B=(C,

n

T Cout J (4)
where C_,, are coefficients of a series obtained on (n +

1)™ observation interval; C, are coefficients of the

series obtained on the n™ observation interval; Bare
coefficients of regression. All coefficients of the
equation (4) are presented in the form of the following
matrix:

C Cc,C C
Cout — 2 yCin — 21~22 2n , B= bl
Cn Cn1Cn2 Cnn bn

By solving this system of equations, the matrix-
column B of the coefficients of the linear multiple
regression is obtained, while the mutual influence of the
coefficientsis not taken into account.

The system of eguations for regression analysis is
built as follows. Since the coefficients of the series
depend on their values in the previous observation

intervals, for each coefficient the input data C,, were

the coefficients for a given number of previous
observation intervals and the corresponding coefficient

C,u in the current interval. These data form the first

equation of the system. Next equations were formed in a
similar way with the displacement of the observation
interval to the right. The system of equations is built
each time when it is necessary to make a prediction for
new empirical data

In Fig. 3, the results of application of such a
prediction method to linearly increasing, piecewise-
linearly increasing and piecewise-linearly decreasing
functions are given. A solid line indicates input data, a
dashed line indicates predicted data.

This prediction method being used, for example, for

the 7" day, matrixes C,, and C,,, will look as follows:

C,C,C, C,
Ci, = C2C3C4 ’Cout = Cs
C,C,C, Cs

Fig. 3 (). Theresults of application of prediction method
tolinearly increasing (&) functions.

Fig. 3 (b). The results of application of prediction method
to piecewise- linearly increasing (b) functions.
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Fig. 3 (c). Theresults of application of prediction method
to piecewise- linearly decreasing (c) functions.

Table 3

Predicted decomposition coefficients
for the 7", 8" and 9" day

Coefficient
09/06 09/08 09/07
Date
Co 049 2.90 121
C 0.13 -0.58 -0.22
C 0.22 27.70 13.74
Cs -3.60 -1.37 -2.49
[ 0.39 0.04 0.21
Cs 2.23 311 -0.44
Cs -0.84 3.98 157
C; 0.01 -151.1 -75.53
Table 4

Statistical parameter s of decomposition coefficients

are considered as fase Ingead, values 3o can be used
with a sign corresponding to the sign of the predicted
value. Satigtical parameters, such as the expected value
and mean square deviation for 7 daysaregivenin Table4.

Taking this into account, the predicted decom-
position coefficients for the 7", 8" and 9" day are as
follows:

Table5
Corrected predicted decomposition coefficients
for the 7", 8" and 9" day

Deto cefficient | g9/06 00/08 00/07
Co 013 2.90 152
C 013 034 -011
C 022 057 017
Cs 0,09 0,09 20,00
Cs 039 0.04 0.21
C 039 063 012
Cs 084 067 20,00
c, 0.01 059 -029

The regresson eguations for the corresponding
decompasition coefficients are summarized in Table 6. C,
is the predictive value of the coefficient, and C, ; +C,_,
arethe valuesin the previous observation intervals.

Table 6

Parameter Regression equationsfor the corresponding
M c M -3c M +3c J4i e
Coefficiot decomposition coefficients
Co 208 | 0.65 0.13 4.03 Coefficient Equation
C 001 | 011 -0.34 0.32 . Cy =1.15C,; , =0.09C
C. -0.15 | 0.24 -0.87 057 0 +0.02C;_, —~0.05C,
Cs 006 | 0.05 -0.09 0.21 C,-211C, , —042C,
Cs -0.03 | 025 078 0.72 Ci -114C,, -12C,,,
Cs 012 | 017 -0.63 0.39
C, =-33.4C,; , ~0.9C,; ,
Cs 029 | 032 -1.25 0.67 C,
+12.23C,;_, +31.68C,, ,
C 005 | 0.18 -0.59 049 2 i
. C, =—742C,; , +0.37C,; 4
3
The matrix of regression coefficients B having been -0.75C;;_,, + 0.61C;, )
obtained and values (C,C.C, ) having been substituting . Cy =-0.23C,; 5~ 0.23C,, 5
into the regression equation, we can obtain vaues for the ) -0.49C,; , +0.25C,;
7" day. For the 9" day the calculation will be similar. Cy =4.79C,,_, - 4.83C,
The only difference is that the matrix will have a Cs 1217C. . —0.28C
dimenson of 4x4. According to the predicted G e A U
decomposition coefficients for the 7" and 9" days, the . Cq =-154Cy, , +1.21C,, ,
decomposition coefficients for the 8" day are determined ° +2.02C,; 5 +1.77C4; 4
asthe arithmetic mean of the obtained yal ues (Tza_ble 3). C, - 298.85C,_, —97.25C;
In order to avoid false values in prediction and G 061.04C 153.6C
increase its efficiency, al values out of boundaries 3o Ty (Y
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According to predicted values of decomposition
coefficients, let us restore the wind speed change
function for the 8" day (September 7, 2018). The
restoration result is shown in Fig.4, where the dashed
line denotes a function restored by the predicted
coefficients and the solid line denotes empirical data.

0 ‘ 3 6 9 12 15 18 21 24

Fig. 4. Therestoration result for wind speed change function
for the 8th day (September 7, 2018)

In general, the approximate function can be used to
observe the main trend (character of change) of the
function in each approximation interval.

The mean-square approximation eror for such
restoration is 88 % and the average relative approxi-
mation error in approximation nodes is 40 %.

The graph shows that at the ends of the interval, the
deviations of approximating values are maximum. This
is similar to the Gibbs phenomenon [13]. Taking it into
account, the mean square approximation error decreases
to 33 %, and the average relative approximation error in
approximation nodes decreases to 23 %. Approximation
error can be reduced by the correction of the predicted
decomposition coefficients according to a form of the
wind speed change function.

4. Conclusion

Thus, the application of regression analysis methods
to the decomposition coefficients of a series of linear
functions based on Walsh functions allows the prediction
of the wind speed change function with the error of not
more than 33 % which can be reduced by correction of
the predicted coefficients according to a form of the
wind speed change function.
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IMPOIHO3YBAHHS ®YHKIIi 3SMIHA
INBUJIKOCTI BITPY METOJ10OM
JIIHIMHOI PEI'PECII

Katepuna Knen, Baqum MapTtuniok,
Muxaitno SIpemenko

V crarti 3pobneHo anpokcumariro GYHKUIT 3MiHU MIBUJ-
KOCTI BITpY JIiHIHHUMH (QYHKIISIMU Ha OCHOBI (yHKIIH Youia
Ta TPOrHO3YBaHHA 3HAa4eHb (YHKLIH MeTONOM JiHiiHOI
perpecii. Iloka3aHo, 1o 3a YMOBHM JIiHIHHOI 3MiHM BHYTpill-
HBOI'O OIOpY BITpPOreHeparopa B dYaci IOLUIBHO BBECTH
(YHKLII0 3MiHU HIBUJIKOCTI BITpY 3 JIIHIHHOIO alipOKCUMALIELO.
HaBezeHo cucteMy OpPTOHOPMAQJIBHUX JIHIMHMX (yHKUiH Ha
ocHOBI (yHKIIH Yomma. Sk npukian, HaBeIeHO HAOIDKESHHS
niHiHO-3pocTaroyoi ¢yHkuii i3 cucremoro 3 4, 8 ta 16
niHidHUX YHKUIH Ha ocHOBI QyHkuin Yomma. ITokazaHo
pe3ynbTaT HaOmKeHHS (GYHKUii 3MiHM IIBHAKOCTI BITpY i3
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cucreMoro 3 8 niHiiHMX (QyHKIIH HAa ocHOBI QyHKIIH Youa.
Po3paxoBaHo KkoedillieHTH pO3KIAIEHHS, CepeIHbOKBAI-
paTtuyHi Ta cepexHi BiHOCHI MOXMOKM Takol ampoKcHMarii.
Jlnst 3HaxX0KeHHS KoeillieHTiB MHOKHHHOI JTiHiHHOI perpecii
Haseneno
PIBHSHHS MHOXKMHHOI JiHilHOI perpecii B MarpuuHiii ¢opmi.
IMokazaHo npuKIIa]] 3aCTOCYBaHHS METOAY JIiHIHHOI perpecii B
npoctux QyHkuisx. [Toka3aHo pe3ynbTar BifHOBIEHHS (yHK-
mii 3MiHM mBHAKOCTI BiTpY. Po3paxoBano koedimieHTH
CepeHbOKBAAPATHYHI Ta CEpPelHi BiIHOCHI

BHUKOpUCTAHO METOA HaWMEHIINX KBaZ[paTiB.

PO3KIIaIeHH,
MOXMOKM ampoKcuManii Uil BiZHOBJICHHS (QYHKIIT 3MiHH
MIBUJIKOCTI BITPY METOZIOM JIiHIHHOI perpecii.

Vadym Martynyuk (Born
10.11.1996) — bachelor of Depar-
tment of Industrid Electronics,
“lgor Sikorsky Kyiv Palytechnic
Institute” National Technical Uni-
versity of Ukraine, Kyiv, Ukraine.

Research interests. approxima-
tion of the function of changes of
primary energy flow.

Kateryna Klen (Born
17.12.1989) — Ph. D, assoside profes-
sor of Department of Industrial Elect-
ronics, “lgor Sikorsky Kyiv Poly-
technic Ingtitute’” National Technica
University of Ukraine, Kyiv, Ukraine.
Research interests: analysis and
calculation of the eectronic circuits
using the method of structurd
numbers;convertersin Smart Grid;
maximum power point tracking for renewable energy sources; ap-
proximation of the function of the changes of primary energy flow.

Mykhailo Yaremenko (Born
18.02.1997) — bachelor of Department
of Industrid Electronics, “Igor
Skorsky Kyiv Polytechnic Ingtitute’
Nationa Technical University of
Ukraine, Kyiv, Ukraine.

Research interests: maximum
power point tracking for renewable
energy sources.



