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Abstract. For determining ways of company
development, ensuring the growth of profit in manufacture and
sales of certain products, it has been proposed to use an
algorithm of constructing a problem being inverse to primal-
dual one, for minimization of the project costs. The prima and
the inverse problems contribute to improving the efficiency of
calculation when determining approaches for minimization of
costs. This pair of problemsis mutually conjugate. The proposed
rigorous approach to obtaining the algorithm of constructing a
dua problem is based on the following statement: a problem
being inverse to a dud oneis a primal (original) problem. The
authors have proposed and rigorously proven the algorithm of a
genera approach to the construction of conjugate problem pairs.
Formalization of the agorithm developed alows obtaining
easly correct pairs of known dua problems. This permitted
proposing and proving the truth of the algorithm of constructing
a dual problem for the arbitrary form of a primal problem
representation.

Key words: linear optimization, primal problem, dua
problem, duality, objective function, constraint system, pairs of
dual problems

INTRODUCTION

In the information society, assurance of efficient
activities of a company or enterprise is based on highly
professional project management, provided for the
creation of up-to-date techniques for successful
management and consolidation of manpower, finance,
material and equipment for the project implementation
success. The methodology is based on using modern
methods, means and technology of management for
achieving relevant results in the calculation of the scope
of works, their cost and period.

For determining the project implementation status,
a number of values are to be anadyzed to define the
project content and success during its lifecycle. The

project management function is of great importance and
consists of planning resources, estimating the cost in
progress of the project implementation, forecasting the
profit and taking decisions when the expense becomes
excessive. The main task of the project cost management
is receiving a forecasted profit from its implementation.
Various methods shall be used for making adeguate
calculations. We are going to use the duality principle that
is linked in its methodology to the dependent inequality
systems theory.

THE STATE OF THE ART REVIEW

Modern techniques of project activities became a
subject of many researches. Kevin R. Callahan provides
techniques of a highly professona leve of project
management, preconditions for implementation of modern
project management methods, improvement of the exigting
project’s rate of success [1]. Paul C. Dinsmore, Jeannette
Cabanis-Brewin andyze the development of project
management from the higtorical point of view, in view of
the professional culture, specialis’s approach and career
growth. The authors consider the matters that became the
key matters in project management, particularly: the
measurement of productivity, selection of project portfolio,
formation of corporate systems, organizationa culture and
structures[2].

Thomas W. Grisham provides analysis of results
of studying the best professional approaches to
implementation of internationa projects emphasizing the
importance of leadership skills and modern approaches to
the formation of virtual teamwork assuring the success of
an international project, organization of such business
processes as planning, monitoring, and control [3].
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Project Management Ingtitute anayzes
organizational processes and ways of acquiring
professionalism in project management, particularly,

development of standards, scientific researching, holding
conferences and training workshops, as well as the
issuance of gqualification in project management [4].

S. D. Bushuev and coauthors andyze globa
processes on project management with trends in ther
development running in various branches of knowledge and
having an effect on the devdopment of information and
communication technology and competences on program
and project portfolio management. Thework provides results
of studying the mechanisms for assessng competences of
project managers based on global trends and the flexible
Adgile methodology. The authors opinion is that the global
trends contributing to the formation of competences on
project management are related to the global acceeration,
digitalization of the society, development of cloud and fog
technology, active implementation of intdlectual systems,
move from “rationd” to “behavioral” economics. Combining
these trends allows creasting a new platform to assure
efficient application of up-to-date methodol ogies, assessment
of project managers competence[5].

E. B. Danchenko provides a modd of indicators
that permit analyzing the project deviation based on the
integrated management conceptua model (PDIM). The
author has analyzed the reasons for such deviations and
analyzed in detail the shortcomings creating risks of
deviations appearance based on the known IPMA Delta
model, construction of cognitive maps and the project
systemic interrel ation matrix.

The research proposes an indicative modd of
deviations in projects contributing to more exact
identification of the place of negative deviations in the
project [6]. However, the publications pay rather little
attention to minimization of project costs.

The anaysis of the results of applying the
proposed algorithms of solving a linear optimization
problem to forecast the project cost and determine the
ways for its minimization are the objectives of thisarticle

STATEMENT OF BASIC MATERIAL

The classical manner of the project management
methodology realization includes several stages. project
environment, objectives and tasks formulation, project
implementation strategy development, project planning,
immediate technical execution of the project plan items,
plan-relevant project fulfillment control. The project
management objective is to meet the estimated cogt, time
and quality of the project implementation. For minimizing
the project costs, using the resources management
technology holding the expenses within the planned
amount, it has been proposed to use the dua problem
construction agorithm.

As arule, the existing methods of trandtion from
primal to the dua linear optimization problem have an
expressly economic content. Therefore, they can hardly
be used in project management models. Obtaining a
formal algorithm of trandtion to the dual problem and
strict proving of these rules constitute the main objectives
of thisresearch.

Deter mination of duality for a standard form
linear optimization problem.

Let aprimal (original) linear optimization problem
be represented in the standard recording form [7,8].

Let the following LO problem be called standard
problem:

n
W, = &cjx; ® max,
=1

l: n .
W, : éaiij-Eq, i=1L,K,m,
j=1

X 20 j=1LK,n,
or represented as a matrix:
W, =CX ® max,
I w, : AX £ B,
X3 0.
A problem as given below shall be called dua or
conjugate to it:

W, =aby ® min,

£8e3

"w,da e, =12k

%i®0
or represented as a matrix:
W, =Y B- min,
n: W, :YA3 CT,

Y3 0.
To simplify, let us introduce and comment the
following symbols:

c=C=c=[c,c,,K,c, ], CT R" ae  the
coefficients of the target function W, of the primal LO
problem,

i=12,K,m,

€x U
v _ _ngE_ T 5N
x—X—x—éM O—[xl,xz,K,xn] , XI'R
é
&% 0
is the variable (unknown) values (plan) of the primal LO
problem; | — primal problem symbol; || — dual problem
symboal,
éa; a, a3 L a; L a0
gam B, a3 L oa; L azng
2331 ap ag L oa; L aang
A=lalmn=e U 4 0 Wy
€a; a; a; L a; L a,!
S T O A I I
€am 8m2 ams L an L ag

is a matrix of the prima problem constraint system
coefficients

ey

oo o

§ i=[b,b,K,b,]",BT R™

o
1
o
1
o
1
D > D> D> D

o
oC

isthe coefficients of the primal problem constraint system
right-hand sides,

ey u

aYo o T vi pm

y=v=y=g g=[y1,y2,K,ym] YT R

e u

éYmQ
are the variable (unknown) values of dual LO problem.
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Let us introduce covariant and contravariant vector
systems for consideration [9]
éa; 0
u

8y,

1
e
8% 0

are the column vectors (covariant vectors) of matrix A in

congtraint system W, of the primal problem,

a'=a' =[a,,a,,K,an]l R",i=12K,n

are the row vectors (contravariant vectors) of matrix A in

congtraint system W, of the primal problem.

[a.a,;,K,a,;]"T R™ j=1,2K,m

¢
a; =a,; :g
iT% " a

l:I:
u
u

In this case, matrix A of the system coefficients can
be represented in vector format:

n
W, =ac;x; ® max,
j=1

RSN

>
I
@

=28’ K,a"] T =[a,a,K,a,]1 R"AR"

3

@ D D D D
o =
[=¥NNN-N

and the pair of dual problems has the third recording
form:
W, =(c,x) ® max,
W, :(aj,x)ﬁ b,x?3 0,
isaprimal problem,
W, =(b,y) ® min,
W, :(@,y)? ¢ y3 0.
isadual problem to the primal one, given above.

As aresult, we findly have three forms of recording the
definition of aproblem being dud to the gandard LO problem:

W, = élmbiyi ® min,
i=1

. n . m .
I.Wl:éainijui:virmy %% RA® ”.Vvll:é-laijyia‘cjvJ=1121Kyny
j=1 i=
Xj301j:vi1n1 yi301 i=1121K1m1
- W, =Y B- min
W, =CX ® max, I )
liw, axes,  HEAR® Dy vascr,
X320, Y30,

W, =(c,x) ® max,
Iw :(a;,.X)£ b,

X3 0,

AR ZCITH

W, =(b,y) ® min,
@,y)3 c,
y3 0.

The conjugacy or duality of the given definition
will be grounded with a certain sequence of operations
which in case of cyclic application have to result in a
primal problem, i.e.

| %A% 1| uhA%he |,
where %%, 984® isaset of rules for transition to the
dual problem.

Careful analysis of definition of a problem being
dual to the primal problem represented in the standard
form alows determining the operations necessary for
transition to the dual problem %% ¥ ®

the extreme reguirements of the prima and dual
problemstarget functions are opposite in their meaning:
W, ® max %% FF® w, ® min;

for a problem on max target function, the inequdities
present in the congtraint sysem areto havethesign £ ;

n
aaXx £h,
j=1

the dual problem target function coefficients are
components of the vector of the right-hand sides of
the primal LO problem constraint system;

matrix A" of the condraint system of dual problem
W, is trangposed to matrix A of the constraint

system of the primal problem W, (This is actually
true because YA= ATYT);

the right-hand sides of the constraint system of dual
problem W, :(a',y)? ¢ are coefficients of the
target function W, =(c,x) ® max of the primal

problem;

each constraint — inequality of the primal problem
constraint system is associated with a nonnegative
dual unknown

W :da,x £b %HARA@ v, 3 0,i=1K,m;
j=1

each nonnegative unknown of the prima LO problem
is associated with a constraint — inequality of dual

X, * 0 %Y A9 W, :a[inaijyi3 ¢, i=12K,n-
i=1

We should mention that different recording forms
of linear optimization problems are equivalent — they
keep the set of solutions. This can be achieved provided
that methods of equivalent transformation are used for
transition from one form of problemsto the other.

Thus, a certain equation of the linear optimization
problem constraint system is equivalent to the system of
two inequalities:

i laijxj £b;,

=]

>
—_——— —

1| Qe

3 x; £-b.

Qo

—_—

Variables with the arbitrary sign can be represented
as adifference of 2 nonnegative variables:

Uy
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X; =Uj - vy, J-30, vj30.
The trangtion from constraints — inequalities to
constraints — equations is made by adding a nonnegative

(balancing) variable:

n n
aa;X;£b; P aa;Xx; +x,,; =b,
j=1 j=1

For simpler conversion of linear optimization
problems into various recording forms, the transition
from maximization to the minimization of the target
function and the transition the other way around isin use
aswdl:

u

X %0, i=LK, k.

W, =-YB- max,
I1:W,:-YAE-CT,
Y20,

%Y AWe

w, = gcjxj ® maxU W, =- gcjxj ® min.
j=1 j=1
Let us ascertain that the entered operations and
transformations form the chain of conjugacy for the pair

of problems given above

| %A% 1| %R 1.

Let us represent the dual problem as a maximum
problem and, using the rules of transition and equivalent
transformations, prove the conjugacy of the pair of
problems — a problem being dual to the dua problem
makes an original primal problem.

w, =-(c7) X - min,
1:W:-AX £- B,
X 30,

i W, =CX - max,
U |:w:AX£B,

Thus, it has been confirmed that the possibility of
reducing one LO problem pairs to the other by definition
is the main feature of their duality.

Model example No. 1

If the project cost is provided as an equation system
W, =-4x + 2%, - 3%; - 8X, + X5 - Xg +5%; - max,

1 3% - 4% - TX, +5X5 - 4% - X, £12,

Il X = Xp +3X3- 2%, + 7% + 9%, £3,

: 5% - 3%, +8X, - 5% + 9% +4x, 2 2,

F 7x - 5%, - %5+ X, - 3% - %, 3 3,

X 30, j=1K7.

Tocdaulaeitsminimization, we condruct adud problem.

We prepared the condraint system. For a maximum
problem, there should beinequditiesinaform of £. Inview
of this, we need to change the sign of the third and the fourth
inequalities for the opposite one through multiplying by (-1).

W, =-4x, +2X, - 3X3 - 8%, + X5 - Xg +5X; - max,

W, :

13Xy - 4X3- TX, +5%5 - 4% - X, £12,

IW: X = X, +3Xg - 2X, +TXs +9X; £ 3,
L B, +3X, - 8X, +5% - 9% - 4%, £-2,

F - 7% +5%, +9%, - X, +3x5 +X; £-3,

X 20, j=1K7.

TABLE 1. MAKING TRANSITION TO THE DUAL PROBLEM

X3 0.

Table 1 is suitable for making transition to the dual
problem.

Following the algorithm of transition to the dual
problem, we fill in Table 1. In our case of a standard
representation of the primal problem, we have the
following dual problem:

W, =12y, +3y, - 2y, - 3y, ® min,

13y, +Y,-5Y3-7Y,3 -4,

':" Y +3Ys +5Y, 3 2,

I- 4y, +3y, +9y, * -3,

3:" 7y~ 2Y,-8y;+y, 3-8

: Sy; +5y; +3y, 3 -1,

P-4y, +7y,-9y;% -1,

1= Vi +9y, - 4y;+y,* 5
y, 30, i=1K /4

1w,

To obtain the full range of operations on transtion to
dual problems, let us consider the following LO problems
pair and prove their conjugacy.

X X320 X,30 X330 X, 30 X530 X320 X, 30 ? B
y;30 3 0 -4 7 5 -4 -1 £ 12
y,30 1 1 3 2 0 7 9 £ 3
Y330 5 3 0 -8 5 -9 -4 £ 2
Y, 30 7 5 9 1 3 0 1 £ 3

2 3 3 3 3 3 3 3

c -4 2 3 -8 1 4 5

| Wi=CX-max g df pu gy Wi YB-min,
W, :AX =B, W, :YA=C".
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W, =C(X - X - max,

I} Wi SCX-maX, 5 Yok S380080® 110, 1 AXE X9E£B,
W, : AX =B, Lo AKX XQE£-B,
X @ 0,X® 0,
W, =(Y¢- YQB- min,
%%%U%® - W“:?,' (Y¢-YgA3 CT, U - W|:YB- min,
F(Y® Yo(- A3 -CT, W, :YA=CT.

Y@ 0,Y¢3 0O,

The proven duadity of this problems par alows
formulating the results of defining the duality for a

standard LO problem:

eech condraint — equation of the prima problem is

associated with a dua unknown with the arbitrary sign;
I: W, :AX =B %%%H%e 111 Y.

each primal problem variable with the arbitrary sgn is
asociated with a congraint — equation of dual problem;
I X %¥HA%® 11: W,:YA=C'.
( Xisaprimal problem variable with thearbitrary sign)
Using similar transformations, it is possible to prove
conjugacy of the basic nonsymmetrical forms of dual

(Y isadual variable with the arbitrary sign) problem pairs
W =CX W, =YB- min,
. = - max, U .
l: \NI-AXEB %%%$A® I: VVHZYA:CT,
. ’ Y 3 0.
W, =C X - max, _ )
I V\II'AX=B %, %%,® 11; Wi =YB-min
I-)(30 ’ W, 1 YAS3 c’,
W =CX ) W, =YB- max,
. = - min, 3 B .
|: Vv' AX3 B /4%4 W4® Il VV” :YAZCT,
|- ’

Modd examplesNo. 2, 3,4
No. 2 Thefollowing primal linear optimization problem
W, =4x, +9X, + X3 + 2%, - X5 - 54® max,

Y3 0.

Following the algorithm of transition to the dual
problem in the case of the primal problem represented in
the canonical form, we have the following dual problem:

1= %= 9% - X3- X, + X5 =-41, W, =-41y, + 28y, +9y; ® min,
|5 W, ot 4%, + X, - X =28, }'Y1+Y334x
bx - x, +% =9, R A
Xj301 j =1K5, ”:Vvll:{'yl"'ysl
_ _ oy -y22
should be taken for construction of a dual problemtoit. I yl_ y3+ -
Sdution. We havethe canonicd farm of aprimd prodlem T y3. Ys
recording. Let uscongruct Table2 totrangit toadud problem. Yi?0 1=123
TABLE 2. TRANSITION TO THE DUAL PROBLEM
Y\X x 30 X230 X330 X430 X530 ? B
Vi 1 5 1 1 1 = 41
Y, 0 4 1 0 1 = 28
Y3 1 0 0 1 1 = 9
> 3 3 3 3 3
C 4 9 1 2 -1

TABLE 3. TRANSITION TO THE DUAL PROBLEM

No. 3 Thefollowing primal linear optimization problem
W, =X, - 3x, +5%; +2x, ® min,
14X - 5%, +3%X3- X4 2 3,

'I'-xl + 2%, +4Xg - X, 3 2,
ITW, @

P SXm Xy - Xgm TX, 33,

X, +8x, - 5x; - 9x, 3 8.
should be taken for construction of a dual problemtoit.
Solution. For adual problem, we construct Table 3.

X X | X | X3 | X4 B
yi20 | 4 -5 3 -1 3
y,20 [ 1 2 4 7 2
y;30 | 3 -1 -1 7 3
v,30 | 1 8 5 9 8

? = = = =

C 1 -3 5 2
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Following the agorithm of transition to a dual
problem, we obtain the following dual problem:
W, =3y, + 2y, +3y; +8y, ® max,
14y, - Y, +3y; +y, =1
W, :':[' SYy1 +2y, - Y3 +8y, =-3,
i3Y1 +4Yz - Y5 - 5y, =5,
¥' Yi- TY2- TY3- 9y, =2,
y; 30, i=1234.
No. 4 The folloning primal linear optimization
problem
W, =2x, +8X, - X; +5X, ® max,
X, £3,
7%, £2.

should be taken for construction of a dual problemtoit.
Solution. For adual problem, we construct Table 4.

14X, - 5X, +3X, -
=W, i 1 2 3

T=% + 2%, +4X; -

TABLE 4. TRANSITION TO THE DUAL PROBLEM

VX | % | x5 | x 2 | 8
130 4 5 3 -1 £ 3
y,30 | 1 2 4 7 £ |2

2?2 = = = =
C 2 8 -1

Following the agorithm of transition to a dual
problem, we obtain the following dual problem:
W, =3y, +2y,® min,
i 4y,- ¥, =2,
-5y +2y, =
3y, +4y, = 11
1 Yi- 7Y, =
y; 30 i=12

H-W...

The dual problem for the general form of aprimal
LO problem
The given dual problem pairs allow generalizing the
definition of duality in linear optimization problems for
the case of representing a prima problem in general form.
Let us have ageneral linear optimization problem
W, =CX ® max,

IaaAﬂ A, 6aX, 0éEuad; 0
TgAﬂ Ay ﬂgxz ;ae-ung P2}
x. 30, j=12..1,

J
or in expanded recording form

n
W = ac;x; ® max,
j=1

i=123,..Kk,

SDO:

x£h

Do

a;x; =b, i=k+Lk+2k+3..m,

1

X; 20, i=12,..,

=

a problem looking as follows shall be called duad to it
W, =YB® min,

0w T (v, v, 865\11 Ap 08 L€,
! 1 vo2 gAﬂ Azzze-ugczz
yi30, |—l,2,...,

or in different way,
W, = gbi y, ® min,
i=1

Via;dc, | =123,..1,

Il Qo3

[y

_,____
QJ°3 '

y,a1J =c, i=1+1L1+2]1+3..n,

y, 2 0, i=12,..k

Model example No. 5.
The following primal linear optimization problem
W, =7x - 4%, +3X5 - 2X, + X5 ® min,
- 3% - 5%, +9%; - X, +8x%5 3 24,
! 7x £11
X5 =8,
x5 =21,

box +2%, - %, +3%, -
W, :Il X Xy - X3 +9Xy,
i X A% X - 2%, -
§- % +3x, +6%; - 5%, -
X 3 0,% 3 0,
should be taken for construction of a dual problemtoit.
Solution. To begin the transition to a dud
problem, let us prepare the primal problem constraint
system — for aminimum problem, we need inequalities 3
to be present only. The change the sign of the second
inequality for the opposite one.
W, =7x - 4%, +3%; -
- 3% - 5%, +9%; - X, +8x5 3 24,
1)

2%, + %5 ® min,

Lwd -X - 2% + X3 - 3%, + 7% 3 - 11,
. : X+ A%, + X5 - 2%, - X5 =38,
- % +3% +6% - 5%, - 3x =21,

%2 0,%°% 0,
We makethe transition to adua problem in Table 5.

TABLE 5. TRANSITION TO THE DUAL PROBLEM

Y\X x | x| 820 | x4 [ %30 ]2 B
$30 -3 -5 9 -1 8 3 24
y230 -1 -2 1 -3 7 3 11

y3 1 4 1 2 -1 = 8

Ya -1 3 6 5 -3 = 21

? = = £ = £
-4 3 -2 1

Thedual problemis

W, =24y, - 11y, +8y, + 21y, ® max,
-3y~ Yot Ys- Y, =7,
.I:_ SYy; - 2y, +4y; +3y, =-4,

W, :_[9y1+y2+y3+5y4 £7,
: Y1 +3Yy, +2y; +5y, =2,
18y, +7Y,- ¥3- 3y, £7

120 y,2%0.
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Let us consider the case of nonpositive unknowns
present in a primal problem and of the inequality sign
failing to correspond to the target function extremum

type.
W, =CX - max,
| W :AX 3 B,
X3 0,

W, =CX- max, &9

I: W, :AX3 B,
X3 0,

We prove that each nonpositive unknown X£0 of
the primal problem is associated with a constraint —
inequality, for max - 3 ,andfor mn - £.

The pair of LO problemsisdual. Itistrue,

W, =YB- min,
%91 R9.@ I1: W, YAECT,
Y £0.
W, =C X - max,
|1 W, :- AX £ - B, % FiH®
X3 0,

W, =Y(-B)- min, YE-Y  w, =YB- min,

Y49, 9%.® I:W, Y- A3 CT,

Y@ 0,

Thus we have proven that in case of the inequaity
sign failing to correspond to the target function optimum
type, the corresponding dual unknowns have to be

nonpositive y£0.

W, =CX - max,

[: W :AX £B,
X£0,

W, =CX - max,

l: W :AX3 B,
XE£0,

W, =CX - min,

l: W, :AX3 B,
X £0,

The dual problem for thearbitrary
form of a primal LO problem

Generalizing the provings and the consequences
given above, we can obtain the general agorithm of
transition to the dua problem for the arbitrary form of

recording aprimal linear optimization problem.

Definition

For the arbitrary form of a primal linear optimization

problem representation
W, =CX ® max,
T Az A9 0EUEB, §
:_i_(;A21 Ay Azsf(}xzfgsHQBzﬁ
16AL Ao AgpEXs pEHEBs
X 30, ] =12...Kk,
X £0,  j=k+Lk+2..l,

Xi, ] =1+L1+2,...,n,

I1: W, :YAECT,
Y E£0.

It is ascartained in a dmilar way that each nonpostive
unknown x £ 0 of theprima problem is assodiated with the con-
drant —inequdity in dud problem having a Sgn oppodte to the
main definition. Based on this, thegiven problem pairsaredud.

W, =YB- min,
IlI: W, :YAECT,
Y30,

W, =YB- min,
Il W, :YAECT,
Y £0,

W, =YB- max,
I1: W, :YAs CT,
Y3 0.

%9 AWUe
%9 AWUe
%9 AWUe

or in expanded algebraic recording form

n
W, = & ¢;x; - max,
j=t

a;x; £, i =123...,S

1

| Vo5 ) Wos ) Wes
2
X

—_—— e ——— — —

W, a 3 b, i=s+ls+2,s+3...t,

]
J_ 1a1-jxj =b, i =t+Lt+2,t+3..,m,
x; 20, i=12,...,k,
X; £0, j=k+Lk+2..,1,
X; i=1+41+2,...,n,

a problem looking as follows shall be called dual to it:

W, =YB® min,

1 Ay Ay AsEuE, 0
W, Il (Y1 Y, Y3)gA21 Ay A23— Eccz%
i Ay A, A FHEC:
y; 30, i=12..,s
y, 30, i=s+1s+2..,t,
Y, i=t+Lt+2..m,
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or in expanded algebraic form

W, = émbl y; - min,
i=1

Operations of transition to a dua problem from primal
one represented in the genera recording form have been
gtrictly determined for the first time. In view of this, the
transition to the dua problem does not provide for a
complicated formal order.
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