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Abstract: It is necessary to determine the optimal
methodology for the system of predictive analysis of
equipment to prevent emergency situations. The system
may include, in particular: data input/reading from
sensors, processing/storage of information in a database
using algorithms for processing Big Data and decision trees
[1]. Identifying possible types of problems and making
decisions on how to respond to them; training the system
for more accurate response and decision-making.
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I. INTRODUCTION

The issue of introducing smart management of
technical maintenance services at large industrial
enterprises on the basis of new approaches within the
framework of the modern concept of Industry 4.0 has
been considered.

The current trends in the scientific and technological
progress of the global industry have been quite often
described in such terms as “Smart Plant”, “Smart
Production”, “Smart Factory” and “Factory of the
Future”. At present, the development of those research
areas is quite well illustrated by the concept of the 4th
industrial revolution (Industry 4.0). The implementation
of that concept involves the use of some key
technological trends, such as Big Data processing, cyber-
physical systems, autonomous robots with various smart
sensors, simulators for 2D and/or 3D modeling, 3D
printers, Internet things, augmented reality, etc.
Consequently, according to the estimates of the world's
leading experts, those trends will determine the main
vector of the modern competitive industries [1].

The predictive analytics is a class of data analysis
methods that focuses on predicting the future behavior of
objects and subjects in order to make optimal decisions.

The predictive analytics uses statistical methods,
smart data analysis methods, analyzes current and
historical facts to compile predictions about future
events. In business, predictive models use patterns found
in historical data and the data being acted upon in order
to identify risks and opportunities. Models capture

relationships among many factors to make possible
assessing risks or the potential associated with a parti-
cular set of conditions thereby guiding decision making.

II. PROBLEM STATEMENT

Another task for the predictive algorithms is
equipment maintenance and repair. Companies mainly
use basic control mechanisms provided by equipment
manufacturers. But the potential of those means is
limited, because they do not make it possible to analyze
additional factors influencing the state of the equipment,
and to predict a critical situation in advance. So, the
maintenance department employees receive a lot of data,
but they do not know how the items of that data are
related to each other. As a result, the response from the
repair services follows only after the actual equipment
failure, which leads to downtime and, consequently,
additional costs. The predictive analytics conducts, by
means of machine learning and artificial intelligence,
continuous analysis of Big Data, performs data
visualization on the current state of the equipment, and
predicts scenarios for the occurrence of equipment
failures. As a result, unplanned downtime is reduced,
equipment maintenance and repair work are optimized,
maintenance time is decreased, and the management
personnel receive an in-depth analysis of the causes of
equipment failures.

Modern IoT and Big Data capabilities, along with the
advanced predictive analytics methods, are becoming an
efficient tool to reduce costs, improve product quality
and increase company productivity. The predictive
analytics has become a new trend of modern times that
opens up broad prospects for the further development of
companies. In addition to manufacturing industry,
forecast platforms are successfully used in banking,
insurance, retail, logistics, marketing and many other
areas. Thus, banks and other financial institutions use the
predictive analytics tools to forecast their customers'
behavior, e.g. to find out whether they will acquire a new
banking product or whether they will continue to
cooperate with the bank. Exploring their historical
behavior in conjunction with external factors,
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mathematical algorithms can help make profitable
personal offers, anticipate sales increase, customer
churn, etc. In marketing, mathematical modeling makes
it possible to segment customers by certain characte-
ristics, predict their future behavior (indicate customer
value, calculate the likelihood of another purchase, etc.)
and determine services and products that may be of
interest to the customers. Predictive models accurately
determine the efficient channels of interaction with the
target groups. Analyzing social media data helps mar-
keting researchers better understand customers and
potential buyers. In retail business and logistics, predic-
tive models help forecast demand, optimize inventories
and analyze the risks of delays in deliveries [2].

When embarking on the introduction of a predictive
analytics system, it is necessary to keep in mind that
such a system cannot work without a large amount of the
historical data and continuous collection of the current
data. The less data is involved, the less accurate the
predictions will be. When promoting predictive analysis
tools, companies often face the problem of data shortage,
which becomes an insurmountable barrier to forecasting.

It is therefore necessary to start collecting data
immediately. Otherwise, the company risks not sus-
taining rivalry with more technologically equipped
competitors. Organizing stable high-quality data
collection and storage is the primary task that must be
accomplished in the near future if the company intends
to remain on the market.

III. DESCRIPTION OF CONTROL OBJECTS
AND THEIR MATHEMATICAL MODELS

Usually, concentrating plants are classified according
to the nature of the concentrating processes used
(flotation, gravitational, magnetic ones) or according to
the raw material being processed (coal, ore, etc.). For
any type of concentrating plants, the concentrating
process technology is determined by a large and diverse
number of factors influencing the process mentioned.

The complexity of analyzing the mineral dressing
technology as an object of control makes it natural and
necessary to observe for its study a certain hierarchical
structure. The distinctive feature of such a structure is
the sequential division of the technical system into
subsystems, between which the relationships of
subordination are established. The hierarchical structure
of ore concentrating plants from the standpoint of control
tasks can be represented in the form of three stages [3]:

The lower stage is the so-called typical processes of
the mineral dressing technology (crushing, grinding,
separation, etc.);

The middle stage is a group of processes or pieces of
equipment that perform an independent technological
process task for the production of a given product, e. g.
the flotation area of an ore concentrating plant; grinding,
classification and magnetic separation stages of magnetic
concentration plants; ore concentrate drying area, etc.

The upper stage is a technological line for dressing a
particular mineral raw material considered as a whole.

Each hierarchy of mineral dressing technology is
characterized by its own control tasks that involve their
respective functions, which actually determines the type
of a mathematical model describing the process of
functioning of a given object.

In general, the mathematical model of each stage of
the hierarchy can be viewed as a complex object of the
mineral dressing technology and presented as a function
of variables. Here, three types of actions serve as the
input of the object:

1) uncontrolled (but monitored) input variables
Y = {у1,...уr} constitute a disturbance vector and, as a
rule, characterize, as far as concentrating production is
concerned, quality indicators of the source material to be
processed and those of its intermediate products obtained
during the concentrating process;  

2) controlled input variables U = {u1,...,un} constitute
a control vector and characterize, as a rule, quantitative
indicators (expenditure) of material and energy flows;

3) the uncontrolled factors Z = {z1,...,zk} constitute an
interference vector. Basically, this is a disturbance
vector, about which the developer of the control system
knows very little or nothing at all. Most often that vector
is not taken into account at all.

The essence of any technological process, including
the process of concentrating mineral raw materials, is in
converting the У, U, Z input actions into the
X = {x1,...,xm} output ones. The X vector is called the
state vector, and characterizes, as far as concentrating
production is concerned, qualitative and quantitative
features of the output products (concentrate, tailings).

The objects of the concentrating process can be
conveniently represented in the form of models describing
typical processing operations, as far as the distribution of
flows of mineral raw materials or intermediate products is
concerned, resulting in a quantitative and qualitative
change in the parameters of those flows. In total, one can
identify four typical operations that characterize the
mineral dressing technology: simple, mixing, separating,
and combination ones.

The mixing operation is characterized by the presence
of the “n” process flows Y = {у1,...уn} at the input of the
object and by one “х” output flow. The operation
equation looks like this:

x = f(Y, U) (1)

A mixing operation can be exemplified by a ball mill
used before the flotation operation. At its entrance, the
mill is fed by the flows of ore Qr (t/h), water Wv (m3/h),
and reactants Wr, i. e. Y = {Qr, Wv, Wr}, while at its exit,
a flow “x” of the slurry from finely ground particles of
ore is formed. The control actions can be represented by
the consumption Qb (t/h) of balls for the mill, ore
consumption (Qr (t/h), and water consumption Wv
(m3/h), i. e. U = {Qr, Wv, Wr}.
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Fig. 1. The structure of a complex control object

IV. SENSOR TYPES

A sensor is an item of a measuring, signaling,
regulating or controlling device that converts a
monitored parameter (temperature, pressure, frequency,
luminous intensity, voltage, current, etc.) into a signal
convenient for measuring, transmitting, storing,
processing, recording, and sometimes for influencing
processes being controlled. Or more simply put, a sensor
is a device that converts the input action of any physical
parameter into a signal convenient for further use.

The sensors used are very diverse, and can be
classified according to various criteria [4]:

Depending on the type of the input (measured)
parameter, the following sensors are identified: those of
mechanical displacements (linear and angular);
pneumatic and electric ones; flow meters; speed sensors;
those of acceleration, force, temperature, pressure, etc.

Currently, there is approximately the following
distribution of the shares of measurements of various
physical parameters in the industry: temperature – 50 %,
consumption (by mass and by volume) – 15 %, pressure –
10 %, level – 5 %, quantity (mass, volume) – 5 %, time –
4 %, electrical and magnetic parameters – less than 4 %.

According to the type of the output, into which the
input is converted, non-electrical and electrical sensors
are distinguished: direct current sensors (respective EMF
or voltage sensors), alternating current amplitude sensors
(respective EMF or voltage sensors), alternating current
frequency sensors (respective EMF or voltage sensors),
resistance sensors (effective resistance sensors,
inductance sensors or capacitance sensors), etc.

Most sensors are electric. This is due to the
following advantages of electrical measurements:

• electrical parameters are convenient to transmit over
a distance, with the transmission being carried out at a high
speed;

• electrical parameters are universal in the sense that
any other parameters can be converted into electrical ones
and vice versa;

• electrical parameters can be accurately converted
into a digital code, and make it possible to attain high
accuracy, sensitivity and operation speed of measuring
instruments

By the operating principle, the sensors can be
divided into two classes: generator and parametric ones
(modulator sensors). The generator sensors (transducers)
directly convert the input parameter into an electrical
signal.

Parametric sensors convert an input parameter into
the change in some electrical parameter (R, L, or C) of
the sensor.

According to the operating principle, the sensors can
also be divided into ohmic, rheostat, photoelectric
(optical-electronic), inductive, capacitive ones, etc.

Three classes of sensors are identified:
• analog sensors, i. e. sensors that produce an analog

signal that is proportional to the change in the input
parameter;

• digital sensors generating a sequence of pulses or a
binary word;

• binary sensors that produce a signal of only two
levels: “on/off” (in other words, “0” or “1”); they are
widespread due to their simplicity

Requirements for sensors:
• non-ambiguous one-to-one relationship between the

output parameter and the input one;
• performance stability over time;
• high sensitivity;
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• small size and weight;
• no counter-effects on the process and the parameter

being controlled;
• operation under various conditions;
• various mounting options
Parametric sensors (modulator sensors) convert the

X input parameter into a change in some electrical
parameter (R, L or C) of the sensor. It is impossible to
transmit over a distance a change in the above sensor
parameters without an electric signal (voltage or
current). It is possible to identify the change in the
corresponding sensor parameter only by the sensor's
response to current or voltage, since the above
parameters characterize that response. Therefore,
parametric sensors require the use of special measuring
circuits supplied by direct or alternating current.

Ohmic (resistance) sensors – their operating
principle is based on the change in their effective
resistance when the length L, the sectional area S or the
resistivity p change:

R= pl/S. (2)

In addition, the relationship between the effective
resistance value and the contact pressure and the
illumination of the photocells is used. In accordance with
that, ohmic sensors are divided into contact,
potentiometric (rheostat), strain gauge, thermistor, and
photo-resistor ones.

Contact sensors are the simplest type of resistor
sensors that convert the movement of a primary element
into an abrupt change in the resistance of an electrical
circuit. With the help of contact sensors, forces,
displacements, temperature, dimensions and shapes of
objects, etc. are measured and controlled. The contact
sensors include position and limit switches, contact
thermometers and so-called electrode sensors that are
mainly used to measure the critical levels of electrically
conducting fluids.

Contact sensors can operate using both direct and
alternating current. Depending on the measurement range,
contact sensors can be single-range and multi-range ones.
The latter are used to measure values that vary
significantly, with the parts of resistor R incorporated into
the electrical circuit being successively short-circuited.

The disadvantage of contact sensors is the complexity
of continuous control and a limited service life of the
contact system. But owing to the extreme simplicity of
those sensors, they are widely used in automation
systems.

Rheostat sensors are actually resistors with varying
effective resistance. The input parameter of the sensor is
the displacement of the contact, while the output one is
the change in its resistance value. The moving contact is
mechanically connected with the object, whose
displacement (angular or linear) needs to be converted.

The most widespread is the potentiometric circuit for
operating a rheostat sensor, into which the rheostat is
incorporated according to the voltage divider circuit. It
shall be reminded that the voltage divider is an electrical
device for dividing DC or AC voltage into parts; the
voltage divider makes it possible to take up (to use) only
a portion of the available voltage through the items of an
electrical circuit consisting of resistors, capacitors or
inductors. A variable resistor included in the voltage
divider circuit is called a potentiometer.

Usually, rheostat sensors are used in mechanical
measuring devices to convert their readings into
electrical parameters (current or voltage), e. g. in float
level meters for liquids, in various pressure gauges, etc.

A sensor in the form of a simple rheostat is almost
not used due to the considerable nonlinearity of its static
characteristic line In = f (x), where In is the current in the
load.

The output parameter of such a sensor is the voltage
drop Uout between the movable contact and one of the
fixed ones. The relationship between the output voltage
Uout = f (x) and the x displacement of the contact
corresponds to the regularity of the electrical resistance
change along the potentiometer. The regularity of the
resistance distribution over the length of the
potentiometer that is determined by the design thereof
can be either linear or nonlinear.

Potentiometric sensors, that are constructively
variable resistors, are made of various materials, viz.
winding wire, metal films, semiconductors, etc.

Strain gauge resistors (strain gauge transducers) are
used to measure mechanical stresses, small deforma-
tions, and vibration. The operating principle of strain
gauges is based on the strain-resistive effect, which is
actually the change in the effective resistance of
conductor and semiconductor materials under the
influence of forces applied to them.

Thermometric sensors (thermistors) – their resistance
depends on temperature. Thermistors, as sensors, are
used in two ways:

1) The temperature of the thermal resistor is
determined by the environment; the current passing
through the thermal resistor is so small that it does not
cause heating-up thereof. In view of that, the thermal
resistor is used as a temperature sensor and is often
called a “resistance thermometer”.

2) The temperature of the thermal resistor is
determined by the degree of heating by constant-value
current and cooling conditions. In this case, the steady-
state temperature is determined by the heat transfer
conditions of the thermal resistor surface (the speed of
the medium – gas or liquid – relative to the thermal
resistor, the density of the medium, its viscosity and
temperature); the thermal resistor can therefore be used
as a flow rate sensor, thermal conductivity sensor of the
medium, gas density sensor, etc. In sensors of such a
type, something like a two-step conversion occurs: the
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parameter being measured is first converted into a
change in the temperature of the thermal resistor, which
is then converted into a change in the electrical
resistance.

Thermal resistors are made both from pure metals
and semiconductors. The material, from which such
sensors are made, should have a high temperature
resistance coefficient, a linear, if possible, relationship
between the electrical resistance and the temperature,
good reproducibility of properties and inertness to
environmental influences. Platinum satisfies all the
above properties to the highest degree, copper and nickel
do that to a slightly lesser degree.

Semiconductor thermal resistors (thermistors) have a
higher sensitivity as compared to metal ones.

Inductive sensors are used to receive information
about the movements of the working parts of machines,
mechanisms, robots, etc. in a contactless manner and to
convert that information into an electrical signal.

The operating principle of an inductive sensor is
based on a change in the magnetic core winding
inductance relative to the position of the individual
elements of the magnetic circuit (armature, core, etc.). In
such sensors, linear or angular displacement X (input
parameter) is converted into a change in inductance (L)
of the sensor. Inductive sensors are used to measure
angular and linear displacements, deformations, for
dimensional control, etc.

In the simplest case, the inductive sensor is an
inductance coil with a magnetic core, the movable
element of which (armature) is displaced under the
action of the parameter being measured.

An inductive sensor recognizes all electrically
conductive objects and responds accordingly. An
inductive sensor is contactless, does not require
mechanical action, and operates in a contactless manner
by utilizing changes in the electromagnetic field.

Advantages:
• no mechanical wear and tear, no failures related to

the state of the mechanical contacts
• no contact rattling sound and false response
• high switching frequency of up to 3000 Hz
• resistant to mechanical effects
The disadvantages of inductive sensors are the

relatively low sensitivity, the relationship between the
induction and the frequency of the supply voltage, a
significant reverse effect of the sensor on the parameter
being measured (due to the attraction of the armature to
the core).

Capacitive sensors – their operating is based on the
relationship between the capacitor capacitance and the
size and the relative position of its plates, as well as the
permittivity of the medium between the plates.

For a double-plate flat capacitor, the capacitance is
determined by the following formula:

С = e0eS/h. (3)

where e0 – the dielectric constant; e – the relative
permittivity of the medium between the plates; S – the
effective area of the plates; h – the distance between the
plates of the capacitor.

The C(S) and C (h) relationships are used to convert
mechanical displacements into changes in capacitance.

Capacitive sensors, as well as inductive ones, are
supplied with alternating voltage (usually of heightened
frequency – up to dozens of megahertz). As measuring
circuits, bridge circuits and resonant ones are usually
used. In the latter case, the relationship between the
generator oscillation frequency and the capacitance of
the resonant circuit is as a rule used, i. e. the sensor has a
frequency output.

The advantages of capacitive sensors are their
simplicity, high sensitivity and low response time. Their
disadvantages are their propensity to the influence of
external electric fields and the relative complexity of
measuring devices, into which they are incorporated.

Capacitive sensors are used to measure angular
displacements, very small linear ones, vibrations, speeds
of movement, etc., as well as to reproduce given
functions (harmonic, saw-tooth, rectangular ones, etc.).

Capacitive transducers, whose permittivity e changes
relative to a displacement, deformation or changes in the
composition of the dielectric medium, are used as level
sensors of non-conducting fluids, bulk and powdery
materials, thickness sensors of the layer of non-
conducting materials (thickness gauges), as well as
control devices for the humidity and composition of a
substance.

V. SUBSEQUENT INFORMATION
PROCESSING

Interfaces control the data flow. A clear definition of
the required data and its connection to the network data
world are the basis for reliable data exchange over the
network. That being the case, an important role is played
by the choice of the correct data transfer protocols for a
given section of the path. The Ethernet-based solutions
are at the forefront. But IO-Link also makes connection
to the network possible, especially for devices that need
only a reduced data transfer capability.

In smart manufacturing, many sensors collect a large
amount of data in many places. As a result, the
importance of decentralized data processing is rising.
Additional interfaces in the data or software systems
make possible new analyses and functions, help improve
the flexibility, quality, efficiency and transparency of the
production.

Through the application field-oriented connection
technologies and bypassing the control system, the
sensor data can in the future be directed immediately
into the cloud.

Thanks to the successful and comprehensive
integration of all sensors into a network with centralized
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or decentralized data processing systems, a previously
unknown number of solutions appears, while the whole
process becomes transparent due to the data transfer and
communication protocols.

BIG DATA methods make it possible to handle
structured and unstructured data of very large volumes to
obtain results that are efficient under the conditions of
continuous growth and distributed over the nodes of the
computing network. The need for such methods is
caused by the ever-increasing development of
technological processes and the equipment itself at the
companies. Those methods can be used to collect
information from sensors for the predictive analyses and
data processing. They are also used to improve security
and modularity (e. g. for the purpose of preventing
equipment breakdowns).

The known technologies include [5]:
1) Recognition of graphic elements as a new part

of speech recognition implementation.
2) Adaptation operations and related automated

vehicles.
3) Semi-automatic flexible machines for additional

services.
4) Fully automated quality assurance for adapting

to rapid changes in demand.
5) Smart automatic control of objects for greater

efficiency.
6) Enhancing security and modularity.
Enhancing the safety of production is of prime

importance. The safety improvement is therefore
possible mainly due to the predictive analysis to prevent
emergency situations.

In recent years, SAP Predictive Analytics [6] has
focused on the development of machine learning, Big
Data processing and the IoT development. Those are
three most important technological areas, where the
company is developing its solutions. SAP works not only
on the development of a tool, but also on the application
of the respective technologies in practice. If you have a
large number of customers, automating your business
processes with the use of SAP products allows you to
analyze customer needs in a comprehensive way and
offers you new approaches in utilizing client data to
increase the efficiency of those processes.

You can download a temporary series into a data
analysis tool, but without data pre-processing, the
resulting model will be of poor quality. When preparing
data, it is necessary to fulfill two stages of processing.
The first stage is Data Engineering, i. e. collecting,
understanding, clearing and primary data processing.
The second stage is Feature Engineering: the formation
of descriptive data features that contain information on
various aspects of the behavior of the object, whose
model is under construction. In terms of the CRISP-DM
[2] methodology, those stages are similar to Data
Understanding and Data Preparation (cf. Fig. 2).

An integral part of the initial stages of the machine
learning process is the feature selection, i. e. the selection

of variables on the basis of which the model undergoes the
process of learning. The selection can be done using
various tools, and also be dependent on many factors, e. g.
the correlation of features with the target variable or the
data quality. The next (and more important) step may be
the creation of new features based on the already existing
ones, the so-called feature engineering. That operation can
allow engineers to improve the quality of the model, while
at the same time making it possible to obtain a more
complete explanation of the data, if the model is
interpreted. In our case, the first step in constructing a
SAP Predictive Analytics model was to create new
features using the built-in Data Manager solution.

In the data set prepared, there are indicators that
affect the target variable at the given moment of time.
However, you can get additional information if you
determine the impact of those indicators during a
certain period up to the given moment. In our case, the
following time intervals were chosen: during 1 hour and
1 day until the given moment of time. Even more
informative may be the degree of the indicator change
from the moment in the past until the given moment. As
part of the method, the natural logarithm of the quotient
of the current indicators and those with an interval of 1
hour and 2 days was selected. Consequently, we
managed to obtain the degree of the indicator change
from the moment in the past (whether it had increased or
decreased and if so, then to what extent).

All modern techniques of working with Big Data
invariably follow the three principles given below. In
order to comply with them, it is necessary to use
methods, techniques and paradigms of data processing.
One of the most established methods is called
MapReduce.

MapReduce is a distributed data processing model
offered by Google for processing large volumes of data
in computer clusters. MapReduce:

MapReduce assumes that the data is organized in the
form of some entries. Data processing takes place in 3
stages.

1) The “Map” stage. At this stage, the data is
converted using the “map ()” function, which is defined
by the user. The role of this stage lies in the preliminary
processing and filtration of the data. This operation is
very similar to the “map” operation in functional
programming languages. This user-intended function is
applied to each input section.

2) The “map ()” function is applied to one input
entry pair and returns a set of key-value pairs. The word
“set” means that it may return only one entry, may not
return anything, and may return several key-value pairs.
What is in the key and in the value it is defined by the
user, but the key is a very important thing, since the data
with one key will later on find its way into one instance
of the “reduce” function.
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Fig. 2. Stages in the CRISP-DM methodology with the possible
transition paths between the stages [7]

Fig. 3. The MapReduce model [8]
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3) The “Shuffle” stage. It goes unnoticed by the user.
At this stage, the output of the “map” function is
“distributed into baskets” – each basket corresponds to
one output key of the “map” stage. Later on, those
baskets will serve as inputs for the “reduce” function.

4) The “Reduce” stage. Each “basket” with the
values formed at the “shuffle” stage finds its way into
the “reduce ()” function.

The “reduce” function is determined by the user, and
calculates the final result for a separate “basket”. The set
of all values returned by the “reduce ()” function is the
final result of the MapReduce task.

VI. SMART AGENTS AND CYBERNETIC
SYSTEMS

The aim is to make technological breakthroughs and
their validation in laboratory environments of the next
generations of miniaturized smart integrated systems.

• Availability of new generations of miniaturized
smart systems with significant improvements in perfor-
mance (including in terms of size, cost and affordability,
reliability and robustness, low power consumption and
energy autonomy and user acceptability);

• Reinforced industrial technology leadership in next
generation smart systems with high market potential;

• Business growth and increase competitiveness by
strengthening cooperation along the value chain;

• Increased industrial investment in smart system
integration technologies;

• Provide innovative solutions for addressing societal
needs and expectations in particular for the health and well-
being, safety and security and environment.

Intelligent working environment consists of (Fig. 4):
• Smart warehouse of spare details and devices with

reasonable optimisation of their assortment and quantity;
• Workplaces, optimized for diversified repair tasks,

and operations management system for collecting statistics,
analyzing the repair history and forming repair guidelines;

• Universal programmable stands for calibrating
measuring equipment;

• Intelligent transportation system including route
optimization and separate automated smart communicating
transportation agents.

Enterprise resource planning (ERP) is the
integrated management of core business processes, often
in real-time and mediated by software and technology.

Manufacturing execution systems (MES) are
computerized systems used in manufacturing, to track
and document the transformation of raw materials to
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finished goods. MES provides information that helps
manufacturing decision makers understand how current
conditions on the plant floor can be optimized to
improve production output.

Smart box is used to read a certain value –
temperature, humidity, pressure, liquid level, voltage,
current and so on. It is carried out with the help of
sensors – devices and mechanisms designed to convert
the signal of external influence into a form that is
understandable to the control system.

Equipment from which data is read.
Impact in terms of industry and society
Carried researches and created intelligent technology

will be experimentally implemented into real enterprise
service, which will cause:

• Reducing idle time to zero due to shortening of
service’s reaction time and duration of repair and
maintenance;

• Lowering of the production costs;
• Optimization of the enterprise’s equipment set,

reducing its variety and minimizing the necessary quantity
of spare parts and devices;

• Minimizing the discard and reducing costs of the
spare details purchase due to effective usage of able to work
parts of decommissioned equipment;

• Enhancement of the quality of repair and
maintenance works;

• Increasing safety, functionality and comfort of
repairmen’ workplaces;

• Creating new job profiles.
Who may benefit from the solution:
• Large enterprises in any field of industry, which are

critical to idle time caused by equipment failures and have
uninterruptable working process to be ensured;

• SMEs specialized on maintenance and repair;
• Any enterprises which face a necessity of

maintenance, repair or/and calibration of equipment.
Availability of alike solutions on the market:

According to ArcelorMittal’s conversations with
world’s leading automation vendors (Siemens, Festo,
Schneider Electric, etc.), by now such or similar
solutions aren’t represented on the market. Related
projects exist only at the stage of research. Examples:
OPAK, ZIMS.

VII. DEVELOPMENT OF KEY EFFICIENCY
INDICATORS

The methodology and tools for working with
structured data have long been created. This is a
relational data model and database management systems.
But under the present-day conditions, companies need to
process large amounts of unstructured data of various
types (Table 1), so the previous methods are not quite
suitable for that task. New methods of handling data are
needed. At present, the model of work with Big Data
implemented in the Apache Hadoop project is becoming
increasingly popular [9].

Most products for working with Big Data have a
highly efficient system for processing huge amounts of
information and analyzing it in real time. The expected
effect of the Big Data implementation may vary
depending on the type of activity and the actual policy of
a particular company (Fig. 4). When working with Big
Data, methods of knowledge manipulation are used:
various methods of the theory of recognition and
classification, methods of intelligence analysis and data
generalization, smart approaches in the form of genetic
algorithms, neural networks and other branches of
artificial intelligence. The sources indicate the
relationship between the expected effect of the Big Data
implementation and the field of activity and policy
direction of a particular company [9].

• The main tasks of the Hadoop platform are data
storage, processing and management. The main
components of the Hadoop platform are:

Table 1

Prevailing Types of Information for Various Fields of Activity with the Degree of Use
Field of activity\Type of

information Video Images Audio Text/Numbers

Banking sector Medium Medium Medium Medium
Insurance Low Low Low High

Securities and investments Low Low Low High
Manufacture Medium Medium Low High
Retail trade Medium Low Low High

Wholesale trade Low Low Low High
Professional services Medium Medium Medium High

Entertainment Medium Low Medium Medium
Healthcare Low High Low High

Transportation Medium Medium Low High
Mass media High Medium High High

Utilities Medium Medium Low High
Civil engineering Low High Low Medium

Resources Medium Medium Low High
Government High Medium High High
Education High Medium High Low
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Fig. 5. Google citation index from 2009 to 2015Table 2

Table 2

Project Results [9]

Platform Description of the equipment Approximate cost of the
equipment, $

Average time for one
report, min.

Oracle database Hi End Class Server 300 thousand 59
Hadoop cluster 10 workstations 7 thousand 66

Optimized Hadoop cluster 10 workstations 8 thousand 40

Table 3

Advantages of a Solution Based on Hadoop [9]
Advantage Short description

Reduced data processing time When processing data using a cluster, it is possible to significantly reduce the
time for data processing.

Reduced equipment cost The use of the Hadoop technology makes it possible to reduce the cost of
equipment required for data storage and processing, by dozens of times.

Increased failure resistance; the technology
makes it possible to come up with a failure-

resistant solution.

Failure of one or several cluster nodes affects only the system productivity,
while the system as such continues to operate properly providing service to

the end users.
Linear scalability The solution makes it possible to increase productivity simply by adding new

cluster nodes. With that said, cluster productivity increases linearly.
Unstructured data operation capability The technology makes it possible to conduct complex processing of any files

including unstructured ones, so that such data can be efficiently processed
and used.

• Failure-resistant Hadoop Distributed File System
(HDFS), which is used for storage purposes;

• The Map Reduce software interface, which is the
basis for writing applications that process in parallel large
volumes of structured and unstructured data on a cluster of
thousands of machines;

Apache Hadoop YARN performing data management
function.

This reflects the Google citation index (Fig. 5). The
Hadoop platform makes it possible to reduce the time for
data processing and preparing, expands the possibilities
for analysis, enables one to handle new information and
unstructured data.

The results of the project on the implementation of
the Hadoop technology confirm the feasibility of its use
(Table 2).

Solutions based on the Hadoop technology have a
number of significant advantages. The main ones are
given in Table 3.

The Big Data storage solution is based on business
requirements, workload management and smart storage
ideas. As shown here, end users have many reporting
possibilities and indicators that help them understand the
use of tables, table spaces and workloads, since they
relate to the frequency of access to data and its changes.

VIII. CONCLUSION
Scientific methods aimed at introducing IT for

processing large amounts of data with a distributed
infrastructure based on smart agents, cybernetic systems
and parallel algorithms have been examined. The
emphasis is laid upon innovative methods based on smart
agents and the principles of Industry 4.0. The imple-
mentation and simulation of parallel processing algo-
rithms for Big Data and decision trees have been done.

The methods of operating BIG DATA have been
formulated. The SAP Predictive Analytics modeling will
be important in the process of collecting information
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from equipment sensors and in terms of the possibility of
the follow-up analysis of the equipment, for example, for
its proper functionality.

A review of technologies and business process control
models has been carried out, during analysis of which
recommendations were given that would be used for the
predictive analysis in the BIG DATA environment.
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