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The study aims to determine the main ways of search promotion of commercia Internet resources in the global
environment. The sudy will provide means of increasing the visibility of commercial internet resources by raisng the
conversion, and thus contribute to increasing the number of potential buyers. To achieve thisgoal, it isnecessary to
solve the following main tasks:

- Toconduct analysis of basic types of search promotion of commercia Internet resources;

- Toidentify factors that carry the greatest influence on conversion of Internet resource;

- To develop an algorithm for evaluation of conversion and anayze internal and external factors for its
improvement;

- Toanayze known reputation eval uation services of commercial internet resources and recommendations to
attract targeted visitors.

The object of study isthe promotion of commercial internet resources in the global network.

The subject of research are methods and tools for building commercial Internet resources.

Scientific innovation is to promote research features of promating Internet resources in the commercia segment of
the global network and develop a methodol ogical approach to support decis on making in this subject area.

The practical value of the work isto develop an algorithm of conversion evaluation and scheme construction
of reputation management process, providing the necessary tool s to promote resource in the commercial segment.

The authors developed a methodol ogical framework for constructing decision making support systemsin
promoting commercial Internet resources through increased conversions and an increase in reputation:

- ananaysisof themain types of search promotion of commercia Internet resources has allowed to identify the
mogt popular types that are used in the commercial segment. The following main types were specified: consulting
promotion, promotion for traffic and promotion for leads. Consulting promotion is the most common scheme of
interaction between a client and SEO company, which focuses on the structure and filling online resource, and the
priority of getting top podtions in the rankings of search engines go to the second plan. It is the oldest scheme of
interaction in which SEO company is motivated by obtaining maximum long-term outcome. However, the main index,
which then should be considered, is the conversion of resources. Promation in traffic is the second most popular type of
search engine optimization of commercia online resources aimed at increasing the number of targeted vidtors from
search engines. This type of promotion is useful for large-scale online stores which are aimed at increasing the number
of targeted vigitors, and then take steps necessary for the owner (buying a product, sgning up for the newdetter, etc.).
Promation of an online resource for traffic makesit possible to search for specific products, services or publications that
the target audience is interested in. Progress for leads is consdered to be the mogt advanced technology in the
popularization of commercial resources, which provides high efficiency in a short period of time. The essence of this
promotion isto pay for the unique order or aphone cal from the studied Internet resource.

- factors are revedled exercising the greatest influence on conversion of an online resource, alowing
analyzing and identifying the resources of its recommended level depending on the position in the search results. The
analysis of diverse commercial resources with the use of the following means. SE Ranking (check positions of online
resource in the most popular search engines) and search engine services (WordStat, Google Analytics) are presented
in the study. The results can serve as a benchmark when analyzing researched online resource compared to the known
Web sites of market segment.

- An evaluation algorithm of conversion level is developed and the analysis of internal and externa factors
for its improvement. The study showed that despite the sufficient level of conversion it is necessary to improve it,
which is primarily connected with the competition in the subject and change of algorithms of search engines. External
factors are the lig of actions that occur with the visitor before he/she gets to the resource and these include:
advertising of resource (affects the interest of the visitor and hig’her impressions of life and further action) and seo
(the higher is online resource in the search results the greater is the probability of transition to it). Internal factors
determine the characteristics of the resource that can interest the user, making it a potentia buyer: design (visual
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presentation of online resource); content (multimedia content of online resource); usability (ease of online resources
use); site hedlth (fast loading, correct work, no errors); semantic core (affects conversion of online resource).

- known services of reputation evaluation of commercia internet resources are analyzed, which helped to
develop recommendations for their use in the analysis of the studied resources. Among the known systems the
following are analyzed: Falcon Socia (https//www.falcon.io/), Wobot (http://wobot.ru/), Youscan
(http:/lyouscan.io/), Safe Online  Reputation  (http://www.safeonlinereputation.ru/) and  Socialbakers
(https.//mww.social bakers.com). The use of these resources provides tools of their choice to further purpose of
tracking the "negative content”, the result of which will be ahead of the competition and increase revenue from
commercial Internet resources.
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One of the most prior directions of development of modern enterprises isthe development and use of highly
effective inteligent systems for the management of economic, production and technological processesin rea time. In
order to provide such management, it is necessary to use databases and data warehouses, information and
communication technologies and intelligent information technologies that, in conjunction with the Internet, provide
monitoring of equipment and peoplein real time. Such control systems are the basis of the “Smart Enterprise” of the
digita economy, the development of which is associated with information and communication technologies, the
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development of the information society and its consistent transition to a knowledge society. The basic concept of
“Smart Enterprise” is to ensure the high efficiency and dynamism of implementing complex tasks at minimal cost.
One of the directions of “Smart Enterprise’ development isthe automation of monitoring of equipment and personnel
in real time. Monitoring tools should provide monitoring and forecasting of all stages of the production process in
order to increase efficiency by making the necessary corrections in real time.

This article describes the development of a system for monitoring the state of equipment and personnel in
real time using modern intelligence and information and communication technologies. Monitoring the technol ogical
processes of “Smart Enterprise” should solve such problems as real-time collection of technological data,
preservation and preliminary processing of data using cloud technologies, analytical and intellectual processing of
data, visualization of the accumulated data about technological processes and presentation of the results of the
processed data in the form of charts and diagrams, formation of control signals for executive mechanisms, formation
of control signals for executive mechanisms and creating reports about the state of the technological process.

The structure of a developed monitoring system includes both hardware and software solutions. The
hardware part consists of two types of devices: devices for gathering information about the technological process -
sensors, as well as devices that will receive the collected information, process it and transfer it to other levels of
management. It is proposed to use both wired and wireless technologies for interaction between these components.
The hardware components used to collect and pre-process data should provide real-time problem solving. The
software component of the solution must be stable to support high-load computing, operate asynchronously and be
built usng open source software.

According to the principle of operation, the technical basis for monitoring of technological processes can be
wireless sensor networks. In the context of the Internet of things, Sensor Networks have such important properties as
self-organization and adaptability to changes in surrounding environments and infrastructure, furthermore hardware
support for wireless nodes and network interconnection protocol s between them are optimized for power consumption
to provide a long-term operating system with autonomous power supplies. In genera, the wireless sensor network is
an autonomous sel f-organizing system that is distributed and consists of small, intelligent (not always) sensor devices
that exchange information over wireless communication channels. The sensor network has four basic components:

1. st of sensors (spatially distributed or localized);

2. thenetwork in which the used sensors are combined (usualy, but not always, wireless);

3. centra node for gathering information;

4. ase of computing resources for data comparison, anaysis of events and information extraction.

In this context, computing elements are considered part of the sensor network: in fact, some calculations can
be carried out directly within the nodes of the network - the sensors themselves or outside. Computing and
communication infrastructure of sensor networks is often very specific, focused on a specific area of application.

Thearticle presents the system for monitoring technologica processes at enterprise which cons gs of datawarehousein
cloud service, subsystem of data collection and anaytical subsystem. The basis of subsystem for the collection of techndogical
data is a digributed wirdess sensor network, which condsts of spatidly distributed sensors communications and
microcontraler devices. Each node of the network hasingdeitsdf the necessary set of means for monitoring: various kinds of
sensorgdevices, aswell as anode of information gathering and management, which coordinates the work of a specific nodein
the nework. Specific hardware and software sol ution are described in the artid e too.
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One of the most significant problems of Internet of Things devices communication is considered in the
proposed article. It is the methods of data transmission channels protection and authorized devices authentication to
provide access to proposed by the 0T devices services. There are such main features of 10T devices:

Autonomy. Usually loT devices do not have wired connection to power supply and are powered by
compact batteries. It causes the use of power efficient hardware resourcesin 10T devices which cannot provide great
computational power. And one of the main tasks while hardware designing for 10T devicesisincreasing the life-time
from the battery. Therefore, power efficiency is crucial for 10T devices. It imposes some redtrictions to
communication protocols which could be used for 10T devices communication too.

Mohility. It means that with 10T devices communication cannot be built on wired connections. The only
option of wireless connection is applicable for providing communications between loT devices. But wireless
connections usually require alot of power for providing long-distance communication. Since 10T devices are usually
powered by the compact batteries, they restrict the possible wireless protocols, which could be used for 10T devices
communication.

Compactness. Since |oT devices could be part of wearable things, big and heavy batteries cannot be used
for powering such devices.

Mentioned features of 10T devices restrict the possible hardware, used for 10T devices building, 10T devices
powering and communication protocols.

One of the most popular hardware, used for |oT devices building, is based on the common purpose
microcontroller. Smartphones are usually used as other participants of communication in the 10T devices network. A
smartphone can provide loT devices data processing and inform the user about the system status. So a common 10T
device and a smartphone are chosen for 10T devices communication security investigation. Wireless transmission
channel based on Bluetooth Low Energy (BLE) v4.0 was chosen as most popular and present in al modern
smartphones. It is known that, BLE 4.0 security level is not robust and now it is compromised. It is the reason for
higher level protection for BLE communication channel, which works without changes in BLE protocol. Methods of
BLE channel data encrypting and keys distribution in unsecured environment is analyzed. The devel oped system for
BLE channel protection is described in this article. .A symmetric encryption algorithm with secret key AES was
chosen for encrypting data in the proposed system, because it is one of the most popular and robust and does not
require complex computations and complex hardware. This featureis critical for low-power hardware of 10T devices.
ECDH algorithm, based on dliptic curves mathematic, was chosen for secret key exchanging between two devicesin
the unsecured environment. This algorithm is complex and requires more computational resources in comparison to
AES, but it is used at the initial phase of negotiation between two devices for calculating a common secure key,
which will be used for real data encryption, transmitted in the proposed system. Functioning algorithms were
developed for both devices: I0T device and for a smartphone, which is the second device in the proposed system.
Methods of packet encryption in the system are described. System’s structural schematic, functioning algorithm and
class diagram for smartphone application are developed. The IoT device operational speed during
encryption/decryption was measured.
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News is a very important part of modern life. It allows us to be informed about events in the city, country or
even in the world. One of the most important kinds of news is operative news. It is the news about different
emergencies, car accidents, natural disasters, rebellions, acts of terrorism. This kind of news is especially important,
because it could be vital and requires operative reaction.

So, a useful service for searching and collecting operative news is an important tool for informing people
about unusua situations. The sooner people can find important information the faster they can react to it.
Furthermore, collecting details about events and their reliability depend on information gathering module of
operational speed and convenience.

Using neura networks as part of such service, lets in solving significant problems of information processing
and increase efficiency of operational information searching and gathering.

A large amount of information on the Internet complicates search and selection of the required information.
So, easy access to operative information in the concrete place could help to react timely and properly. Therefore,
quick access to required information isrequired and an appropriate technique should be devel oped. Another important
task is collecting important information and selecting an appropriate source for it. Currently people trust other people
more than traditional news makers. So, a convinient service for news gathering and publicity, which could be adapted
for users, isrequired.

It was decided to develop an Internet based service for searching and gathering operative news with the use of
geo-location information and neuro-network for information access simplification and content adaption to user needs.

Following requirements to an Internet-based service are formulated based on the anaysis above:

displaying proposed news on the basis of user requirements;

using geo-data for filtering information;

providing information search with different filters;

providing possibility of adding new content;

searching for smilar content by providing possibility of adding and extending current content with new data;
providing cooperation with a user for machine learning implementation.

The proposed service of information search and gathering should provide smart information processing which
allows information search with the following criteria

information head and text;
biding geo-location to the news;
news time and date;

news category.

Neuro-network is used for searching results of filtration according to the user requirements. Neuro-network
learn using user requests history and news category popul arity.

The service also contains a mechanism of news gathering, based on using neuro-network for searching new
information among the already gathered information. The proposed Internet service alows users to complement
information during its creation with some proposed cases, which are selected, based on the history of added news and
user preferences.

Key words: internet service, critical news.
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Cloudiness is one of the most important parameters that has a significant impact on weather and climate. The
coverage of a territory by clouds determines its suitability for production of renewable energy, and also causes
impediments during remote sensing of the Earth. Satellites photographed images of the Earth's surface in different
spectra and transmit them to the Earth, where they are processed and archived. However, analyzing images of such
resolution and volume using conventional computer technology is an extremely difficult task. Nevertheless, the more
difficult task is combining and analyzing images from different satellites.

The purpose of thiswork isto use the means of Google Earth Engine cloud platform and satellite images of the
Landsat program to create a geoinformation technology for spatial anaysis of cloudiness in the region of Western
Ukraine and to use it to compare the average cloudiness parameters in Lviv and Zakarpattya regions, which border
along the Carpathian ridge. The object of this research is the cloudiness on the territory of Western Ukraine, and a
subject of the study is the geoinformation technology of spatial analysis of cloudiness using a cloud platform and the
data of remote sensng.

The article presents the geoinformation technol ogy of spatial analysis of cloudiness using Google Earth Engine
cloud platform and space images from Landsat satellites. The specifics of remote sensing the Earth by the satellites of
the Landsat program, and the spectrums of signals, which can be used for the analysis of cloudiness, are described. It
is demonstrated how a cloud-based al gorithm was used for cal culation of cloudiness on the basis of images of Landsat
8 satdlite. Also, using JavaScript programming language, built-in Webl DE, and means of Google Earth Engine cloud
platform, the appropriate software tools have been created that made it possible to analyze the seasona cloudiness
dynamics, compare the cloudiness distribution on the territory of Western Ukraine, and deeper analyze the differences
in the main parameters of cloudiness for Lviv and Zakarpattia regions, divided by the ridge of the Carpathian
Mountains.

For the study of seasonal changes of cloudiness, an algorithm, that combines images taken during a month into
one object with the calculation of average cloudiness by pixels and adds the result to the output set of images, has
been created. As a result, this set contains 12 images that correspond to 12 months of the analyzed year. It is
illugtrated that the cloudiness increases during the autumn, from September (34 % cloudiness) to November (79%
cloudiness), then it remains higher than 50% during the winter with a certain minimum in December, while in the
spring the cloudiness is stable at 25% and reaches its minimum in the summer in August (9.5% cloudiness).

In order to study how the ridge of the Carpathian Mountains affects the average parameters of cloudiness, the
distribution of the percentage of cloudiness to the number of pixels having such a percentage on the territory of Lviv
and Zakarpattya regions was analyzed. The comparative histogram of distribution of the areas with the same
cloudiness averaged over a year in theregion is presented, from which it is clear that in the Zakarpattya province a
much smaller area covers the average cloudiness above 45% in comparison with Lviv region, however the area with
cloudinessin therange from 55% to 75% is greater in Zakarpattya region.

The results of this work demonstrated that Google Earth Engine cloud platform and Landsat satellite imagery
enabled the development of an effective geoinformation technology for analysis of cloudiness in Western Ukraine.
Using this technology, we processed a large amount of remote sensing data, obtained the distributions of areaswith a
corresponding average cloudiness, and investigated the monthly dynamics of cloudiness. The obtained results can be
useful for the analysis of the efficiency of using solar energy, as a renewable energy source, on the territory of
Western Ukraine.

Key words: geoinformation technology, Google Earth Engine, Landsat program, satellite image, cloudiness,
geospatial data analysis.
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SELECTION OF METHODS FOR SEARCHING SOME OR SIMILAR IMAGES
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Graphic images are no less important than text, and sometimes it isimpossible to reveal a topic without them.
In addition, some types of images themselves are copyright objects and are protected by the copyright law of Ukraine.
But it does not prevent you from copying or scanning images and publishing them on your own. The computer
program is not able to evaluate the content of the image and draw a conclusion on the license under which the image
is digtributed, so the final decision should be made by an expert who verifies the work with the program.

You can use similar file search methods, MD5 signatures search for completely identical files or locally
sensitive hashing to search for identical images. Among the approaches to processing, graphic information can be
divided into two main areas: the definition of key points on the image and the use of locally sensitive hashing. These
methods can be combined and, as a rule, give good results when looking for similar images. The most popular are
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three methods for indexing images to find duplicate images, namely average hash; hashing difference; perceptual
hash. To find similar images, a method is used to select key points. A key point, or point feature of an image, is a
point whose placement stands out against the background of any other point. The basic methods used in the
congtruction of detectors and descriptors are - FAST (Features from Accelerated Segment Test); SIFT (Scale
Invariant Feature Transform); ORB (Oriented FAST and Rotated BRIEF); AKAZE (Accelerated KAZE); BRIEF
(Binary Robust Independent Elementary Features); BRISK (Binary Robust Invariant Scalable Keypoints). To find
snippets of an image or similar content of illustrations, you need to experiment with the methods of determining key
points, each of which also hasits own set of advantages and disadvantages.

Today there is no such information image anaysis system that could ideally identify identical or similar
images based on a salf-created image database.

To design areverse image retrieval, information system project, a threshold function has been investigated to
find duplicates, using hashing on average and Hamming's measure. Also tested by algorithms for finding similar
images based on key points. The research of algorithms for revealing the similarity of different imagesis carried out,
and we check for errors in the work of each of the methods. Three groups of images were created for this purpose:
identical images, similar images and various images. Each of this group contains two tests to verify the validity of
each algorithm. It isinvestigated which of the algorithms has the least number of errors of operation.

The analysis of the conducted research allows to formulate requirements and execute the design of information
system of reverse image search. To find the same images, we use the average value of the hash method. To calculate
the measure of similarity is the Hamming distance. The detector is applied to determine the key points used. The
descriptor is used to search for smilar key points. For this, the ORB algorithm is used.

The developed information system provides the user with the opportunity to make a selection of images based
on the input data, to perform their revision, to find the same and similar images, to add new images to the database, to
view the data of the owner of theillustration in order to determine the plagiarism.

Key words: analysis, detector, descriptor, image, key point, method, pixel, hashing.
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The design of distributed information systems, as well as the process of the development of algorithms and
software that supports their functioning, must be focused on the development of mathematical models for optimizing
the processes of the information system functionality. What concerns mathematica models and their usage in
software, some of the requirements are put forward. Firstly, it is expected that the change in the structure and
algorithms of model behavior does not entail a deterioration of its characteristics, which determine the ability of the
model to adequately describe the subject area of research and meet the established or expected needs of application. A
changing of the topology of a distributed computing system can cause a change in the data structure of the algorithms
that are executed in this distributed computing environment. As a consequence, there is a need both for changing the
algorithms and the corresponding data structures describing the behavior of the smulated objects. As a result, the
construction and research of optimization models and efficient numerical agorithms for building solutions to
optimization problemsisan actual and important problem that is considered in the article.

The problem of optima processing tasks in the nodes of a distributed information system on the basis of a
mathematica model belonging to a class of two-clustering problems, for which an optimization problem with a
fractional linear target function is formulated, was investigated. The procedure of linearization of the target function
is carried out and the general scheme of the iterative process of constructing an optimization problem solution is
presented, where at each step of the iteration the result can be obtained using both the exact method of branches and
bounds and using the genetic algorithm. The variants of the corresponding methods were given, where the sructure of
the model was taken into account for branching strategies and calculating the upper limit in the method of branches
and boundaries. For the genetic algorithm, it was proposed to use parameters concerning the self-training of
algorithm, which provides correction of populationsin the direction of the best adaptability.

The algorithms proposed in the work can be used for building solution for other nonlinear optimization
problems by a small modification. The smplicity of implementation and computational efficiency of the generated
algorithms is confirmed by numerical experiments. The subject of further research on this scientific problem is the
integration of the optimization model and the proposed computational agorithms into software that manages the
computing resources in distributed information systems.

Key words. optimization, mathematica modeling, two-clustering problem, distributed information systems,
method of branches and bounds, genetic agorithm.
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The article analyzes the development of approaches to the construction of cyber-physics systems (CPS) and
their security. In the context of CPS construction, studies are carried out regarding CPS architectura models and the
principles of their reslization, the principles of designing production of three-component CPS at different architecture
levels, the universal platform for the construction of applied cyber-physics systems. Research areas of CPS
information security are synthesized, including "defense in depth" structure design for networks of applied cyber-
physical systems, a construction of CPS security platform based on a three-level protection, the development of
mathematica platform for the secure creation and evaluation of CFS, analyzing security segments and CPS main
attack vectors.

In order to form the theoretical and practical principles of the integrated CPS information security the authors
propose the quintessence of CPS information security which is formed at the level of paradigm and concept of
congtructing amulti-level complex security system (CSS) of CPS and the CPS universal platform in the space "threats
— profiles —toals’; it is also implemented in the part of CSS integral model of the cyber-physical system "iPhone —
Wi-Fi, Bluetooth — sensors' and a cryptographic protection of CPS wireless communication environment based on
the block data encryption of algorithm "Kalyna'. A multilevel CPS is determined by the distribution of its main
components in the cyberspace (CS), the communication environment (CE) and the physical space (PS), which control
/ process, tranamit / receive and manage data accordingly.

The devel oped paradigm of CPS multilevel security is considered as the structure "architecture — features —
requirements — use": physical space, communication environment, cyberspace — control, processing, management —
dependability, OSl reference model, sensors precision — scalability, reconfiguration in the context of a multi-
functional research of influence factors complex regarding heterogeneous objects of subject areas. According to the
paradigm structure, complex security systems of CS, CE and PS are the subsystems of CPS protection.

The conception of creating a multilevel information security of CPS was disclosed, which is caused by the
gtructure: classification of threats / attacks — formation of security criteria — creation of multilevel CSS of CPS —
judtification of security policy — choice of an assessment method of CPS security state. To classify threats by
category, the STRIDE techniqueis used. A multi-level CSS of CPSis formed based on the universal platform "threats
— profiles — toals’, the integral model of CPS information security and methodological guidelines for technical task
development on CSS creation.

The authors also considered the universal platform of CSS creation of CFS represented in the space "threat:
STRIDE - profiles. confidentiality (C), integrity (1), availability (A), observability (O), guaranty (G) — tools:
mechanisms, security technologies'. The relevant services, security mechanisms are the tools for providing CPS
security profiles.

The authors developed the CSS integra modd of the cyber-physical system "iPhone — Wi-Fi, Bluetooth —
sensors', which is formed of subsystems — complex security systems of CS (iPhone), CE (Wi-H, Bluetooth) and PE
(sensors), which are characterized by appropriate security profiles. The most common threats for CPS levels were
analyzed in accordance with the STRIDE classification method and the functional structure of the CSS "threats —
profiles — protection technologies' for the CPS level s was presented.
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As an example of the practical part of the CFS information security strategy is the block encryption of
algorithm "Kalyna', which is implemented in the ECB (Electronic Code Book) mode with 512 bits key and block
sizes using the programming language Java, which provides the highest level of data cryptographic strength.

Key words: information security, cyber-physical system, paradigm, concept, universal platform, integrated
model, cryptographic protection.
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GAME METHOD OF COALITIONSFORMATION IN MULTI-AGENT SYSTEMS

The digtributed problem-solving in multi-agent systems is based on the coordinated work of agent coalitions.
Coordination is based on cooperation and interaction of agents. A coalition isa community of agents who, on the basis
of negotiations, decide on cooperation to solve a problem or to reach a certain goal.

The problem of forming the coalitions of agentsis Smilar to a problem of the data clustering. In both problems,
it is necessary to create a grouping of objects so that the objects of one grouping were similar to each other and the
objects of different groupings considerably differed among themselves. The search problem in a network of similar
agents can be considered as a problem of association of agentsin dugers.

The coalition formation in multi-agent systems is formulated as a competitive or cooperative problem of rating
of the object to this or that cluster. Problems of the competition and cooperation of objects are studied by the theory of
games, and in the conditions of uncertainty, they are studied by the theory of stochagtic games. Therefore, actual from
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the scientific and practica points of view there are applications of methods of stochagtic games for coalition formation
in the conditions of uncertainty.

Congruction of agame method for coalition formation under uncertainty conditionsisthe goal of this paper.

Let be a set of problems and a set of the agents assigned to solve them. Each problem is defined by a set of
competencies, necessary for its solving. By anaogy to the problems, each agent is defined by a set of abilities with a
hep of which he can solve these problems. Generally, the number of abilities of the agent can be more than the
quantity of the competencies necessary for solving the task. It means that the same agent has abilities to solve severa
problems.

In order to solve the problem it is necessary to generate a group of the agents whose full abilities cover the set of
competencies. Such group of the agents united for the problem solving we will name a coalition. A maximum quantity
of coalitionsisan equa quantity of solved problems.

Formation of coalitions we will execute by means of a method of a stochagtic game which is defined by a set of
players or agents, a set of pure strategies which define a membership for one of the coalitions, and loss functions of
players.

The game essence condsts in the random moving of players from one codition to ancther. For this purpose,
each player on the basis of the generator of random events independently of others chooses a pure strategy which
defines its accessory to the corresponding coalition. After the realization of the combined strategy, players receive
current random losses with a priori unknown stochagtic characterigtics.

The game goa consigtsin minimization of the system of functions of average losses in time. The game problem
solutions will satisfy one of the conditions of collective balance, for example, on Nash or Pareto, depending on a
method of formation of sequences of strategies.

Stochastic game solving we will execute by means of adaptive recurrent transformation of vectors of the mixed
drategies. Construction of a method of stochagtic game solving we will carry out on the basis of stochagtic
approximation of a complementary slackness condition of a determined game, correct for the mixed strategies in a
balance point on Nash.

Convergence of a game method depends on the dimension of stochastic game and parameters of a game
method. The order of convergence rate of a game method is defined by a ratio of his parameters. These parameters
should satisfy fundamental conditions of stochastic approximation.

The offered game method belongs to a class of reactive methods which are based on the processing of reactions
of the environment. This method has a relatively small (power-law) order of convergence rate due to a priori
uncertainty of the system. The increase of convergence rate of this method is expected from use of the game of
intelligent agents.

Key words: multiagent system; coalitions formation; stochastic game; adaptive game method.
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The actual task is the identification of the user on the Internet and the formation of his information portrait
with the purpose of perfecting the targeting of information and the formation of the image of the web personality.
Identification (tracking, web tracking, fingerprinting) of the user on the Internet isthe calculation and identification of
the unique identifier for each browser, that visits the particular site, which are performed for the virtuous purposes.

Identification of the user on the Internet provides the formation of his information portrait. The term "user's
information portrait" outlines the basic necessary information for verifying the data of the particular user. Thistermis
tangent to the "web personality” term, that is introduced with the aim of formalizing the personification tool of the
content. User's information portrait is a set of al user data and the results of its communicative activity. The web
personality is a set of data, which relates to the particular person and can relate to any category or any combination of
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data categories, which are available on the Internet. Consequently, the components of the user's information portrait
are Web content, that the user has created on the Internet, aswell as his persona data.

In this article, the analysis of the known methods and tools was conducted. The conducted analysis showed
that the analyzed methods and tools do not solve the task of formation of the user's information portrait on the
Internet, which is aimed at perfecting the targeting of information and at the formation of the image of the web
personality on the Internet.

The study of ways of identification of the user on the Internet has shown, that there are many different ways
of the user tracking. Some of these ways cannot be neutralized without full changing the principles of functioning
of the computer networks, web applications, browsers. Some ways, of course, can be countered, but other ways
work imperceptibly for the user, and it is unlikdy to protect from them. The conducted research has proven, that,
even if the user uses private mode of browsing during work on the Internet, then all his movements can be still
tracked.

The choice of characterigtics that form the user's information portrait on the Internet, that isaimed at perfecting
the targeting of information or at the formation of the image of the web personality on the Internet, has been
conducted. This choice of the characteristics provides the possibility of the development of the method for the
formation of the user's information portrait on the Internet. It is established that 45 characteristics form the user's
information portrait, which will be used to perfecting the targeting of information, and 25 characteristics form the
user'sinformation portrait, which will be used to creating the image of the web personality on the Internet.

The first developed method for the formation of the user's information portrait on the Internet provides the
determination of the characteristics, which form the user's information portrait with the purpose of perfecting the
targeting of information or of creating the image of the web personality on the Internet. The important aspect of the
developed method is taking into account the degree of trust in the web resource, from which the certain characteristic
has been taken, during determining the characteristics, which form the user's information portrait for forming the
image of the web personality on the Internet (only image characteristics, which are taken from web resources with the
degree of trust of at least 50%, will beincluded in the user's information portrait).

Key words: identification (tracking, fingerprinting) of the user on the Internet, user's information portrait, web
personality, targeting of information.
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In order to orientate in the classical approaches to solving the problem of NLP, only the products of the
world's largest leaders are considered in this paper. In this sense, the tools for the Java language are of considerable
interest, because in addition to the standard means for this language, many libraries have been written to provide
powerful support to the NLP and allow to overcome complex problems.

For evaluating the means of the NLP, it is expedient to set the priority ranks of the main objectives of the NLP
such as parsing, determining the parts of the language (POS-tagging) and tokenization. Such rank distribution allows
you to select support that is effective for the subsequent extraction of information.

In order to get natural language processing as effective as possible, it is necessary that the processing system
consists of six levels of anadysis. In a linguistic approach, there are usually four levels. graphic - the allocation of
sections, paragraphs, sentences, etc.; morphological - definition of the characteristics of a single word; syntactic -
definition of the syntactic dependence of words in sentences. The fourth level is an analysis of semantics and
pragmatics and it is particularly complex, due to the complexity of the human language. Since our ultimate goal isto
build a branch specialized knowledge base in a modern unified format, we are interested in the last level, which
requires the following tasks to be solved: finding parts of text; finding sentences; tokenization; parts of speech
tagging — POS-tagging; extracting relationships; finding people and things, classifying text and documents.
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The problem of choosing basic support is complicated by a large number of requirements and properties, so it
is advisable to formulate and solve a multicriteria assessment task for decision making. To solve it, we use the
method of convolution of the criteria or the method of the complex criterion, itskind can be the Hermeier method. In
this method, the final decision is made on the basis of the global criterion Q, and for its calculation, the function is

used:
[o]
Q=a (W),
i
where | . isacoefficient of significance of thei-th (local) quality index (criterion W, ). Preferably conditions are met
[o]
alW)=1
i

Usualy | ; isdetermined by the method of expert estimates, which in this case is quite acceptable. Taking into
account that in practice the weight of the criteria significantly decreases with their rank, it makes sense to use a
quasihyperbolic dependence for correct evaluation | . (W) .

The standard Java distributions that were present in the standard digtribution have received a low rating
because they are significantly limited. For example, solving parsing by means of Java requires alot of efforts and for
this situation it is practically inappropriate. There are no standard Java tools for determining parts of the language.
Also, in this case, you should not rely on simple tokenization methods available in Java, because in rea texts many
specific terms and abbreviations can occur. Therefore, regular Javatools can only be used as auxiliary.

The assessment is reproduced by the fact that the most interesting in terms of achieving the goal of the work
arethe means such as LingPipe, Stanford NLP and Apache OpenNLP. They allow to build high-quality models and to
ensure high accuracy of the solution of the priority tasks of NLP in difficult modern conditions.

To develop the system, you need to focus on the Stanford NLP, taking into account their advantages in solving
basic tasks and features. This library has the most advanced set for solving the priority task of NLP - parsing,
providing rich functional and high accuracy of analysis. Also, in the early stages of system development, it makes
sense to focus on Apache OpenNLP, taking into account their advantages in the simplicity of development.

The GATE and UIMA tools are likely to be of higher rank, but as frameworks are not considered at this stage,
because their rigid structure can prevent effective use for this case, although their power, tools for semantic analysis
and gandardization are of interest.

Key words: natural language processing, artificial intelligence, text engineering, sudent-computer dia ogue.
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The article addresses the problem of the restoration of missed values in the results of testing the recipients
given by thetime series. As experimental data, the time series with spaces are given. Recovery efficiency is estimated
by the relative error of the recovered value. Examples of restoration of missing data in the time series table and the
individual time series are presented. It is used simple methods for replacing missed value by average, weighted
average and median. For these time series, the good results provide the median of the output time series with the
missing values and fill the values of the trend model - the polynomial of the third degree.

The problem of missing data values is very relevant in sociology, image recognition, cluster analysis, and so
on. Most often it occurs in the process of identifying various objects when a priori information about the value of the
parameters is incomplete. As a result, incomplete data is obtained, and in the case of time series, instead of the
equidistant, a non-quantum time seriesis received, the processing of which is currently rather complex.

Complex systems are technical, economic, environmental, social and often require prompt decision-making
based on data from relevant observations of their characteristics. In some cases, automatic observation using special
Sensors is used, in othersit is done by specially trained personnel, a survey of experts and the search for information
in the relevant documents. All this is carried out with a certain degree of responsibility, different methods of
information collection, data consolidation is conducted in different ways. Therefore, there is an inevitable loss of
information in the form of missed data or errors as values that are sharply distinguished among other e ements of the
samples and time series.

The presence of missed values in the data significantly limits the possibility of using different processing
methods. An important problem is the frequency of occurrence of passes and the existence of passages of any
regularities.

In practice, the two types of data are most often considered: tables and time series. Filling in the missing data,
the quality of filling the passes is most important. It should be noted that in tasks of testing or identification of
operator personnel using a computer simulator special is that in the first place there are individual time series and
only in the second, for the whole group of recipients, the data is presented by the table "operator - time of
recognition” of a specific test image. Therefore, if there are many data, and there are few passes, the characteristics of
the data received will be dightly different from the true values for the aggregate of data, that is, in the absence of
spaces. For such a case, finding areplacement for amissing value is not very difficult, since the known nature of data,
at least statistical (distribution, descriptive statistics). Otherwise, it is hecessary to use several methods and choose the
best by the accepted quality criterion, for example, by the characteristics of descriptive statistics, the mean square
deviation from the trend, etc. In addition, you can use different trend models.

In the case of filling in passesin time series, you can use methods to fill the gapsin the tables, in each case the
filling method must be substantiated and the results interpreted. The fact is that, in contrast to the tables, if we
consider the set of time series (for example, in the tasks of identifying several objects represented by time series), we
have the same table, however, here the features are time series. They have the same nature, physical content, their
values are measured on the same scale, they are dependent random variables with the same distribution and, most
importantly, they are connected by an orderly sequence of moments of time in which ther registration was made,
with each level corresponding to a particular situation.

The problem of filling in passesin real experimental tables or individual time series that are elements of such
tables can be solved by different methods, but it is always worth trying first of all the simplest ones, as well as
selecting the appropriate selection criterion for both the best value and the best method. The most effective way to
restore missed values is to create an artificial time series of the desired amount without missing values with similar
characteristics to the original series, to skip and select data retrieval method on its data, as shown in the examples
cited.
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In the sense of scientific novelty can be considered the result of using the same approach to the restoration of
missed values for individual time series, and tables with time series of the same structure. The given results were
obtained in the process of testing the recipients from the number of students who showed interest in this topic and
participated in the tests. The obtained data on the parameters of descriptive statistics gave rise to the identification of
the group of test participants using agglomeration hierarchical cluster analysis.

Key words: time series, data tables with spaces, missed val ues, resetting passes.
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FILE STRUCTURES DEVELOPMENT FOR OPTIMAL VISUALIZATION
OF ELECTROMAGNETIC DATA FOR GEOPHYSICAL STUDY

Lidiia Savkiv
Carpathian branch of Subbotin ingtitute of geophysics NAS Ukraine,
3-b Naukova &t., Lviv, 79060, UKRAINE, e-mail: lidiakvigf@ukr. net

Problems of geophysical data acquisition, data groups, their characterigtics, types of problems for which such
data are suitable are analyzed in this article as a component of information technology. It isnoted that the solution of
such problems is in determining the main eectrical properties of the geological medium (electrical resistivity or
conductivity) through the analysis of registered natural and artificially created electromagnetic fields or associated
phenomena.

According to available publications for now the seismic data among other geophysical data have complied to
standards and structurization requirements in the best way. For the electromagnetic data such standardization has not
been realized yet because of series of reasons. Therefore, the development of the file structures for optimal mapping
of primary el ectromagnetic data of geophysical research isrdevant problem and the main goal of thisarticle.

In the main part the most often applied techniques of geo-electromagnetic observations are described. They
consist of the data acquisition in semi permanent sites, which relate to so called monitoring problems, aswell asin the
single measurements which are carried out in the field points, which relate to the soundings. The main purpose of
permanent registration is the analyses of temporal changes of the fields and process under sudy at a specific point or
point of observation. Hence, the obligatory conditions for monitoring are the permanent place and continuous data
recording. Such mode of operation is provided by permanent geophysical stations, as well as by the geophysical
observatories.

The studies are carried out irregularly in thisfield. The main objective of such studiesis the exploration of the
local geological environment, which can be redlized in different areas and conditions.

The features of permanent and in field measurements are described in detail using exact examples and
algorithms. Thus, the peculiarity of permanent continuous observations are represented on the base of continuous
monitoring studies and dynamic of changes in the electromagnetic field at the permanent geophysical station “Nyzhne
Selyshche” (Transcarpathian region) by the natural electric field variation method. Similar features of the in-field
study are demonstrated on profile surveys of shallow geological layers by the transient el ectromagnetic method. The
special attention is paid to the algorithms of data acquisition, data formatting, recording, storing and representation.

As aresult, the file structures have been devel oped to reflect optimally the registered informational signals and
the required service information, as well as the instructions for data transfer to a form suitable for further computer
processing and automated analysis have been proposed.

Key words. permanent recording, in-field registration, geophysical data, self polarization method, file
structures, specific presentational formats, transient el ectromagnetic method, transformation ingtructions.

1. Toacmoii M. 1., I'ooicux A. I1., Pesa M. B., Cmenaniox B. I1., Cyxopada A. B. Ocnosu 2eoghizuxu (memoou
po3zeioysanvroi 2eoizuxu). ITiopyunux. — K.. Budasnuuo-nonicpagiunuii yenmp ,, Kuiscoxuti ynisepcumem” , 2006. —
446¢. 2. Xmenesckou B. K., Kocmuyvin B. H. Ochosbl 2eoghuzuueckux memooos. yuebnuk 01s 6y306 Ilepm. yn-m. —
Iepmw, 2010. — 400 c. 3. fO. B. Axyboeckuit Inexmpopaszeeox. — M.. Heopa, 1973. — 304 c. 4. Xmuenesckoii B. K.
Kpamxuii kypce pazsedounoii eeogpuzuxu u3z0. 2-e. — M.. uzoamenvcmeo Mockoeckozo ynusepcumema, 1979. — 287 c.
5. Bernard Dost, Jan Zednik, Jens Havskov, Raymond Willemann and Peter Bormann Seismic Data Formats,
Archival and Exchange [Enrexmponnuii pecypc]: [Beb-caiim]. — Enexmpouni Oami. — Peowcum docmyny:.
http://gfzpublic. gfz-potsdam. de/pubman/iteryescidoc: 4007:7/component/escidoc: 4008/Chapter_10 revl. pdf (oama

139



seeprenns 03.05.2018) — Hazea 3 expana. 6. GETT-, Provisona GSE 2.1 Message Formats & Protocols
Operations Annex 3 May 1997 [Enrexmponnuii pecypc):. [Beb-caitm]. — Enexmponni oamni. — Peowcum odocmyny:
http://imwww., seismo. ethz ch/export/stes/sedsite/research-and-teaching/.
galleries/pdf_products_software/provisional GSE2.1. pdf (0ama 3eepnenns 03.05.2018) — Hazsa 3 expana. 7. SEED
Reference Manual Standard for the Exchange of Earthquake Data SEED Format Version 2.4 August, 2012
International Federation of Digital Seismograph Networks Incorporated Research Institutions for Seismology United
Sates Geological Survey [ Exexmponnuii pecypc): [ Beo-catim] . — Exexmponni oani. — Pesicum docmyny: https.//www.
fdsn. org/seed manual/SEEDManual_V2.4. pdf (oama 3eepnenns 03.05.2018) — Hazsa 3 expana. 8. IRIS
Incorporated Research Institutions for Seismology Data Formats [Enrexmpownnuii pecypcl: [Be6-caiim]. —
Enexmponni oani. — Pearcum docmyny: https.//ds. iris. edu/ds/nodes/dmc/data/formaty (0ama zsepnennsa 03.05.2018) —
Hasea 3 expana. 9. IRIS Incorporated Research Institutions for Seismology mini SEED [ Exexmponnuit pecypc] : [ Beo-
caum]. — Enexmponni oami. — Peoicum oocmyny:. http://ds. iris. edu/dsnodes/dmc/data/formats/miniseed/ (0ama
sgeprenns 03.05.2018) — Haszea 3 expana. 10. SeismicHandler Reading MiniSEED data into SH/SHM [ Exexmponnuii
pecypc]:  [Beb-caiim]. —  Enexmpouni  Oami. — Peawcum  oOocmyny. http://mwww.  seismic-handler.
org/wiki/ShmDocReadMiniseed (dama 3eepnenns 03.05.2018) — Haszea 3 expana. 11. Metronix Geophysics
[ Erexmponnuii pecypc]: [ Beb-caiim]. — Exexmponni oani. — Pescum docmyny: http://www. geo-metronix. de/mtxgeo/
(0oama 3eepnenns 03.05.2018) — Hasea 3 expana. 12. giiralp [ Erexmponnuii pecypc]:. [Beb-catim]. — Enexmponni
oami. — Peacum docmyny: http://www. guralp. conV (0ama zeepnenns 03.05.2018) — Hassa 3 expana. 13. Lviv Centre
of Ingtitute for Space Research [ Erexmponnuii pecypc]: [Beb-catim]. — Exrexmponni damni. — Peowcum O0ocmyny:
http://mww. isr. Iviv. ua/index_ua. htm (oama 3eéepnenns 03.05.2018) — Haszea 3 expana. 14. Kapnamcwvke 6i00inenHs
Inemumymy 2eogpizuxu im.. C.1. Cybbomina HAH Vkpainu [ Enexmpounuii pecypc). [Beb-caiim]. — Exexmponni
oani. — Peacum docmyny: http://www. cb-igph. Iviv. ua/spogt. htm (0ama seéeprenns 03.05.2018) — Hassa 3 expana.
15. Iiosipnuii O. 1. /o numanns 360py i nepedadi nepeuHHux 2eopisuuHux 0anHux 6 agmomamusosanux cucmemax Il
Teoounamixa. — 2013. — Ne 2(15). — C. 286-288. 16. Jewuys C. A. Texnonociunuii KOMIIEKC ma pe3yibmamu
CeKMPOMACHIMHO20 ~ MOHIMOPUHSY — eKoAo2iuHo  npobnemuux 00 ekmie Ilepeoxapnammsa | C. A. [Jewuys,
O. . [Tiogipnuii, O. I. Pomaniox, JI. I'. Casxig Il I'eoounamixa. — 2014, — Ne 1(16). — C. 114-128. 17. Canyacax O. 4.,
Powmaniox O. 1., Jladaniscoxuii b. T., ITiosipuuii O. 1., Konsodenko B. B., [lewuys C. A., Knumkosuu b. A., Cupoesicko O. B.
Enexmpopo36idyeanvhi 00CHiONCEHHA KApCmMosux seuwy Ha mepumopii bapmamiecvbkoco HAGHANbHO-EUXO6HOZO
xomnaexcy (/Ivsiscoka obnacmv) Il Mamepiamu |1l Mixcnapoonoi nayxosoi konghepenyii * Axmyanvni npobremu
eeocepedosuwia i 3onoyiouux cucmem”, Kuie, 3-5 owcoemns 2017 p. — Kuis. Tamxom, 2017. C. 95-96.
18. Makcumuyx B. FO., Kosuyvxuii C. 3., Kyoepaseysv P. C., Yobomox I. O., Pomanwx O. 1., Hewuys C. A.,
Canyaicax O. A. Pesyromamu macHimuux ma eiekmpoposgioysanvHux 0ocaioxcens Ha Kpexiscoxomy ecazosomy
pooosuwi Il Mamepianu VI Mixcuapoonoi nayxoeoi xomgpepenyii * I'eohizuuni mexnono2ii npocnosysamns ma
MOHImMopuHz2y 2eonoziunoeo cepedosuwa” , Jlvsis, 2023 gepecnss 2016 p. — Jlvsis: Cnonom, 2016. — C. 172-174.
19. Jlewuys C. A., Pomaniox O. L., ITiogipruii O. 1., Kowsioenxo B. B., Canyacax O. A. Enrexkmpomempuuni cnocmepe-
JICEHHS. HA eKOJL02IYHO npobaemuux mepumopisx 3axody Yrpainu Il Mamepianu V| Mixcnapoonoi nayxkoeoi xonghe-
penyii “ Feogizuuni mexnono2ii npoeHo3yeanHs ma MOHIMOPUH2Y 2eonociunoco cepedosuwia” , Jlveis, 20-23 sepecns
2016 p. — Jlvsis. Cnonom, 2016. C. 59-61. 20. Jewuys C. A. Oyinka cmany eKonro2iuHo npodIeMHUX 00’ €Kmig
Kanycokoeo cipnuuo-npomuciiogoeo paiiony eiekmpomacHimuumu memoodamu ma ix monimopune | C. A. Jewuys,
0. I. Miosipnuit, O. 1. Pomamox, FO. B. Cadosuii, B. B. Konaoenxo, JI. I'. Casxie, 10. C. Muwuwun Il Hayxa ma
innosayii. — 2016. — T. 12, Ne 5. — C. 47-59. 21. Xueneeckou B. K. Dnexmpopassedxa: yueOnux. — uso. 2-e. — M.:
H3z30-60 MI'Y, 1984. — 422 c. 22. Banwsin J1. JI. Dnexmpomacnumuvie 30nouposanus. — M.. Hayunoui mup, 1997. — 219 c.

14. Kyznenoa H. B. Cucrema miaTpUMKH NPUHHATTS pillieHb ISl aHaTi3y IHBECTHLIHHUX PU3UKIB (hiHAHCOBUX
PHUHKIB

DECISION SUPPORT SYSTEM FOR FINANCIAL
MARKETS INVESTMENT RISKSANALYSIS
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The article describes the features of the VaR methodology for assessing investment risks in the financial

markets of securities. The basic possibilities of estimating the upper limit of possible losses within the confidence
interval with the help of the usual and parametric VaR are described. Parametric assessment allows you to calculate
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the time of occurrence of risk (more precisely, the number of days on which losses are covered by investment capital)
due to the size of losses (the size of the reserve capital) per company, the volatility and the amount of investment. In
the case study, a practical example shows how it is possible to calculate losses (both expected and unexpected) and
estimate what reserve capital should be used to cover investment risks. Forecasting of stock prices was carried out
using linear regression, neural network and robust linear regression with Andrew Wave criterion, the quality of the
model was tested according to the criteria of R? and the mean square error.

In addition, it shows how to calculate over at what period of time and with what probability the amount of
losses will be within this reserve capital. This allows us to estimate the real return on investment operations for each
sharein the portfolio, aswell asto set aloss limit, after which it is necessary to "exit from the position”.

The developed decision support system is a universal tool for modeling investment risks using the VaR
methodology. It is possible to vary the investment portfolio by varying the portfolio (there is a possibility to choose
the desired shares) and cal culate the amount of investment (in dollars or percent). The decision support system allows
forecasting of expected and unexpected |osses on an arbitrary block of shares, the data of which are downloaded into
the system, predicting the volatility of each of the selected stocks, calculating both expected and unexpected losses
for each share and for the portfolio as a whole. The system interface is simple and easy for the user, so it can be easy
to use for investment analysts. In the future, it is envisaged the possibility of introducing weighting factors to provide
large limits for the redistribution of sharesin the portfolio and greater provision of the most volatile companies.

Key words: investment risks, expected and unexpected losses, decision support system, VaR-methodol ogy.
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