
Proceedings of the 2nd International Conference Computational Linguistics And Intelligent Systems 

 
 
 

COLINS’2018, Volume II: Workshop. Lviv, Ukraine, June 25-27, 2018, ISSN 2523-4013  
http://colins.in.ua, online 

53 

The Typhlocomments Rules for Audiodescription System 
of the Video Content Formation for People with Visual 

Impairments 

Andriy Demchuk1[0000-0001-5710-9347] and Olga Lozynska2 [0000-0002-5079-0544] 

1Information Systems and Networks Department, Lviv Polytechnic National University, Lviv, 
Ukraine, Andrii.B.Demchuk@lpnu.ua 

2Information Systems and Networks Department, Lviv Polytechnic National University, Lviv, 
Ukraine, Olha.V.Lozynska@lpnu.ua 

Abstract. This paper introduces the rules of constructing typhlocommentars for 
audiodescription system of the video content formation for people with visual 
impairments. This system can be considered as an intermediary between the 
available video content from the one side and the visually impaired user from 
the other. The process of forming the rules of typhlocomments is discussed. 
This rules are formed in the form of a proposal function, the truth of which is 
verified on the facts and the rules obtained as a result of psychological research. 
The use case diagram that describes the functional appointment of the system is 
suggested. The resulting use case diagram contains seven cases for use and two 
actors, among which the inclusion and extension relations are set. Tasks that 
require further research are defined. 
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1 Introduction 

The development of human language and writing provided the undoubted help for 
visually impaired people. Partly, information holes can be filled in with a virtual 
description, oral or written language. 

It can be assumed that the typhlocomments arose immediately after the appearance 
of the human language and at the same time with the appearance of the first person 
with visual impairment. There were three compelling reasons for this: 

1. The presence of the visually impaired person, for whom there is a need to pass the 
information about the world by linguistic means. 

2. The possibility of using the language that it enables the verbal method to describe a 
living entity, object, space or action in such a way that it can be understood without 
"seeing". 
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3. The presence of a sighted person who possesses the abilities to describe a verbal 
description for visually impaired persons (this person must be specially trained for 
this work). 

Due to blindness, such persons have a problem with obtaining visual information 
and satisfaction of their educational-cognitive, cultural-aesthetic, integration-
communicative and other socio-personal needs. 

The typhlocomments is the targeted information specially prepared for people with 
visual impairment for replacement (or addition) of visual information perceived by a 
sighted person and which is unavailable (or inaccessible) to such persons due to loss 
of vision. Nevertheless, there are many known scientific articles on this issue. 
However, the problem of video content adaptation for persons with visual 
impairments has not been resolved yet. 

The paper discusses an actual scientific and practical task of developing the 
typhlocomments rules for audiodescription system of the video content formation 
for people with visual impairments. 

2 Related Work 

Scientific research in the field of complementing video content with 
typhlocommentars to provide access to the video content for persons with visual 
impairments, began in the 80s of the last century and intensively evolve.  

The basic theoretical foundations of the audiodescription are given in [1, 2]. 
S. Vanshin [3] introduced the notion of typhlocomments on post-soviet space, which 
is close to the concept of audiodescriptions in the rest of the world. In [4-6] methods 
of the adapted video content construction and its possible ways of development are given. 

The scientists [7, 8] worked on information accessibility for visually impaired 
people in video format, but adaptation of the video content (finding places for 
insertion of typhlocommentars) has always been performed with the person help. 

Development of science and using multimedia technologies have led to the 
creation of computer systems that provide access for people with visual impairments 
to information. Therefore, this situation can be overcome by developing methods and 
means of the video adaptation for visually impaired people. 

3 Main Part 

The audiodescription system can be considered as an intermediary between the 
available video content from the one side and the visually impaired user from the 
other. 

There are three participants in forming of the video content for visually impaired 
people: the video content V (its owners), the visually impaired people K (clients) and 
the system for developing such content with the use of the audiodescription. For each 
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of representatives of these sets k , ( )k K  and v , ( )v V , their relations will be 
formed as suggestions and wishes for each of parties. Consider the main features of 
these objects. 
The initial video content (without audiodescription) V  has its own specifics, namely, 
it consists of the following elements: 

 the total video content time; 
 the non- dialogue time, where you can insert the audiodescription; 
 the difficulty of describing events. 

The total video content time clearly recognized by video content developers and 
contain information about the begin and the end of video and the soundtracks. It is 
described by the set of facts – logically true expressions that can be presented, for 
example, in the following form: 

)200,(__ svsoundofBegin , _ _End of movie ( ,1 20 )v hour min . 
The non-dialogue time is the time where you can insert the typhlocommentars. It 

determines the number of the parameters and the relates to the main possibilities of 
the developed system: the S-intervals for inserting typhlocommentars, the time of the 
typhlocommentars, the difficulty of the plot, the speed of reading. They are given by 
the set of pronouns in the form of predicates and each of them characterizes some 
property of the video content. Such relations are described with the use of the 
predicate constants: 

 ( , 20 )Non dialogue time v t s  ,
  ( ,22min,24min)Time interval for audiodescription v . 

In round brackets, there are no arguments of the corresponding propositional 
functions, because their number and meaning depend on the particular predicate. 
The difficulty describing events (plot). The typhlocommentar is formed during the 
revision of the video content. The peculiarity of forming the plot description is that it 
is mostly difficult to formalize the video content, but rather, it is necessary to describe 
it in some way in general. Such a description may be limited by statements of 
approximately this type:  

“        ”All mass scenes need to be described withaudiodescription . 
Uncertainty in user terminology and wishes requires the creation of the intellectual 

subsystem of the plot descriptions based on ontologies [9-11] and the participation of 
the expert to formulate and refine based on user suggestions rules [12-29]. The 
formulation of such rules is an important moment, since further approaches to the 
audiodescription should take into account the wishes of users (visually impaired 
persons) [30-39]. 

The suggestions and wishes of users k consist of: 

 the objectivity of the plot description; 
 no overlapped the audiodescription on dialogs. 
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The task of developing a high-quality video content for the user k  based on the 
V following in satisfaction the above rules that give the true value of the logical function: 

 ( , )Video contentOK v k . 
During the practical implementation of the video content for visually impaired 

people, the system of audiodescription puts and takes into account in the further 
activity its experience in the form of knowledge about the user’s psychology based on 
the perception of the sounding movies. Taking into account such knowledge may 
consist in the formation of some set of the rules. Such rules are formed in the form of 
a proposal function ( , )D v k , the truth of which is verified on the facts and the rules 
obtained as the result of psychological research. 

Finally, the success of the resulting video content for visually impaired people is to 
prove the truth of the goal function: 

( , )  ( , )W v k Video content OK v k  ( , )D v k . 
The conceptual model of the complex system, using use case diagram shown on Fig. 1. 

Typhlocommenter

1 * * 1

Providing access (copies) of video 
content

Providing the viewer information 
about video content

Filling the database of adapted 
video content

Creation of the request for 
necessary video content 

Access to video content
that are adapted for visually 

impaired people

Search by keyword

Viewer with visual 
impairment

Catalogue review 

“extends"

"includes"

"includes"

"includes"

 

Fig. 1. The use case diagram of the audiodescription system 

The use case diagram describes the functional appointment of the system. The goal 
of this diagram is that the projected system is presented in the form of the set of actors 
that interact with the system with using of so-called variants of use. In this case, the 
actor is called any entity that interacts with the system from the outside. This can be a 
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person, a technical device, a program, or another system that is a source of action on 
the simulated system. This action is defined by the system developer. In turn, the use 
case diagram is to describe the services that the system provides to the actor. In other 
words, each use case determines some set of actions carried out by the system during 
dialogue with the actor. 

4 Results 

The resulting use case diagram contains seven cases for use and two actors, among 
which the inclusion and extension relations are set. Access to the video content for 
viewers with visual impairments is realized through three cases: the keyword search, 
the catalogue review or the creation of the request for the necessary video content that 
must be adapted. Next, the viewer chooses the necessary action: gets information 
about the video content, gets access to it (opens / downloads it). 

The audiodescription system is the part of program and algorithmic complex of 
video content adaptation for people with visual impairments. The approbation of 
program complex implementation results is made. The use of the rules of 
typhlocomments for the video content plot description allows to increase up to 30 % 
the perception of video content by people with visual impairments.  

5 Conclusion 

Loss of vision becomes a perceptible information barrier for people with visual 
impairments when visiting the museums and the exhibition halls, the theaters, the 
cinemas, the sports and the other cultural events, and makes it impossible to completely 
perceive the beauty of the works of art, the architecture, the literature, which is cultural 
and the historical heritage of mankind. The audiodescription system of the video content 
formation allows to partially solve this problem for person with visual impairments. 

The process of forming the rules of typhlocomments is proposed. This rules are 
formed in the form of the proposal function, the truth of which is verified on the facts 
and the rules obtained as the result of psychological research. The use case diagram 
that describes the functional appointment of the system is suggested.  
Further research can be focused on improving the audiodescription system. 
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