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Abstract. The extracting and classification of semi-structured data of web-
systems is described. The definition of semi-structured data is given and the 
main characteristics are defined. The variety of tasks text information 
processing is grouped into the eleven large classes related to the analysis of text 
data. The traditional models of knowledge representation are considered. An 
algorithm for the web-sources, from which data will to be obtained, ontological 
model integrating creating is proposed. The process of data extracting using the 
query language to the markup language elements is characterized. 
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1 Problem formulation 

In our time of global computerization, the information search using the Internet has 
long been extremely popular and most used. In the era of the Internet the systems of 
an entirely new type - services began to appear. These are standalone programs that 
implement certain functionality that developers can use in their applications. The 
service itself became a separate unit, separated from the user programs internal 
structure. The service can be written using another programming language, can be 
operated under the control of another OS and the server on which it operates, can be 
physically located anywhere in the world. A service whose requests are generated and 
transmitted over a local area network or the Internet is called a web service. 
Especially popular, today, are web-services that integrate the data from several 
information resources. 

In WWW, information is provided to the user in the form of web pages that do not 
have a clearly defined structure. There is an urgent problem of obtaining data from 
such sources for further work with them. The application of web-scraping method 
generates the problem of analysis and identification of semi-structured data. Semi-
structured data is characterized by the lack of strict table structures and relationships 
in relational database models, however, this data form contains tags and other markers 
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for the separating of semantic elements, as well as to provide a hierarchical structure 
of records and fields in data sets [6]. 

2 State of arts 

The Internet is the largest source of data, most of which are presented as web-pages 
that do not have a strictly formalized structure. To make a quality search you need to 
use the complex mathematical models, semantic analysis and other methods of 
information analysis. Therefore, the data, that is receiving should be structured in a 
certain way. However, most web-sources databases are presented in the form of 
unique structures, which makes it difficult to obtain structured data from similarly 
semi-structured web-pages. 
Extracting and classification of structured data from web-pages is reduced to the 
following tasks [8]: 

 searching and receiving of available information resources for data extracting 
(navigation problem); 

 recognition of areas containing the required data (data recognition problem); 
 search of the found data structure (the problem of finding a common data 

structure); 
 ensuring of the extracted data homogeneity (the problem of matching the attributes 

of the extracted data); 
 data integration from different sources (problem of data integration). 

Traditionally, in the systems of text analyses for knowledge representing are used 
four types models: productive, formal-logical, framing and semantic-network model. 
Based on these models the solutions are described and the main prospects for their 
using [1]. 

It should be noted the prospects of using functional control systems to solve the 
problems of text analysis. In this case, the core of such systems may be became the 
intelligent information systems that include elements of artificial intelligence, based 
on the methods and means of the intelligence theory [2, 9-12]. In [3] authors propose 
a system for obtaining data from the science-metric databases that uses the language 
of queries for markup language elements. 

The following basic methods are used to solve the problem of text information 
processing [2, 7, 8, 13-18]: data mining; associative rules; production model; formal-
logical model; framed model; semantic-network model; decision tree; clusters; 
mathematical functions; etc. [19-49] 

The analysis of this methods shows that each of them has a well-developed formal 
system that allows you to make a sufficiently full description of the entities and 
processes of various subject areas. However, they all have a significant drawback in 
their usage. They do not allow you to describe the illogical, incomplete or 
contradictory of text, which is a reflection of the natural language. There is a paradox 
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associated with the limited capabilities of logical formal systems and the needing to 
describe logical features and not logical knowledge and data contained in the texts. 

3 Algorithm of extracting and classification the semi-structured 
sources data 

The quality of extracting and classification the necessary information from semi-
structured sources depends on the methods and technologies, which are working with 
such data. So the most effective to solve this problem, in our time, are considered 
semantically oriented technologies [4-6]. 

To classify semi-structured data from web-sources, we offer an algorithm for 
creating an integration ontological model of all web sources from which data will to 
be extracted. 

To classify semi-structured data from web-sources, we offer an algorithm for 
creating an integration ontological model of all web sources from which data will to 
be extracted. 

Consequently, in the first stage, the writing procedure of the semi-structured html 
format information into a pre-created database is performed. 

The process of extracting data from the HTML page is as follows. Web page 
returned by the server is formatted using the markup language (mostly HTML), for 
further displaying in one form or another using a special program (web browser). In 
fig. 1 is shown an example of a web browser's visualization of a particular data area 
(social network community) and the source code of this data. 

Here, for example, the data description on the community wall is as follows: 
… 
<div class="post_content"> 
<div class="post_info"> 
<div class="wall_text"> … 
A certain number of different classes have been allocated that responsible for their 

data area. So, the class "wall_text" describes the record recording on the wall. The 
text importance in the record is determined by the presence of such characteristics: 
bold type, italic, underline, hashtag, etc. 

To get such data, is made the searching for the classes names that are responsible 
for describing the necessary information and obtaining their content. Thus, one of the 
database table results fields is filled in. To automate this process, the data extraction 
program uses the query language for the markup language elements (Xpath). 

The next stage is the direct construction an integration ontological model of all web 
sources from which data will to be extracted, on the basis of the received and created 
databases. When constructing any algorithm, the primary task is to determine the 
input and output data. The input data for the algorithm for constructing an integration 
ontological model of all web sources from which data will to be extracted are: 

─ structural schemes of the web-sources databases; 
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─ domain ontology. 

 
Fig.1. The data of records description on "Interior and Decor" community wall of soc. network 

The domain ontology is usually developed pre-emptively, with the participation of 
a domain expert and a knowledge expert specialist in ontological format. The process 
of creating such a model takes a long time, but it only needs to be done at the initial 
stage of integration. With the further addition of new systems are working in this 
field, the ontology itself does not require any additional changes. 

Output data is a general ontological model that describes the structure of all web-
sources within their domain and the relationship between elements of different 
systems. Such model will be modeled using RDF language, its RDFs extension and 
OWL language. 

The algorithm for constructing an integration ontological model of all web sources 
from which data will to be extracted contains 6 main steps, namely: 

 Representation of the database structure in the RDF form (sequential displaying of 
the scheme S in the RDF format. 

 Adding semantic properties and creating the ontology. This step is realized by 
using the procedure of determining the database elements common features and 
adding links between them. 

 Adding ontologies of the upper levels and domain ontology. We implement this 
step by using the OWL language by using the owl: import command. By usage the 
transitivity rule in RDF, additional ontologies are extending the subject areas and 
add new concepts and properties. 

 Checking of the created ontology. This step is implemented by checking and 
analyzing the elongated ontology for "connectivity", that is, we check whether 
there is a lack of semantic links anywhere. If so, then go to step five, if not - go to 
step six. 

 Editing an extended ontology by usage the ontology editor and adding links 
between concepts. Next, go back to step 4. 
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 Storing the received total ontology of the system structure in the RDF metadata 
repository. 

4 Conclusion 

The need to develop methods and tools for extracting and processing the semi-
structured data of web-systems has become relevant in the context of the information 
searching using Internet. In this paper the extracting of semi-structured data of web-
systems has been described. The problems of the obtaining and classification of 
structured data from web-pages have been highlighted. Methods for solving the 
problems of the obtaining and classification of structured data from web-pages have 
been considered. The traditional models of knowledge representation are showed. The 
process of data extracting using the query language to the markup language elements 
is characterized. An algorithm for the web-sources, from which data will to be 
obtained, ontological model integrating creating is proposed. 
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