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1 Introduction and review of current research on the topic 

Information resource in ISIRP – data set with a property set (Tab. 1), which is the 
action object of IT content transformation. The result of one IT usage may be 
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information resource of another [1]. Content in IT is formalized information and 
knowledge, placed in IS environment and, unlike data without detailed properties 
specification, formalization methods and regulation. Transformation of heterogeneous 
data in an organic centralized information resource is one of the most important 
problems of ISIRP construction and operation. The procedure of information 
resources formation and usage in ISIRP (Fig. 1) are determined by primary source 
data select method, data fixation, filtering, conversion to a specified format to create 
content and placement in the database [2]. 

 
Table 1. The main properties of information resources in ISIRP 

Name Property 
Heterogeneity Components of different origin, content and format of presentation. 
Consistency Absence of conflicting or converse content values. 
Format 
accessibility 

Accessibility for all users on the basis of standardized methods, tools and 
interfaces. 

Openness The ability to interact, exchange and share values with external resources. 
Dynamism Quick update under the terms of a system or environment. 
Scalability Ability to change the logical / physical volume of content (values / 

concepts and their designations). 
Manageability Changes identification /content usage and its implications on the IS 

processes. 
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Fig. 1. The procedure for information resources formation and usage in ISIRP 

Suppose there is some pre-defined set of content Xn  primary sources ( )iSourse x  
with fixed or variable composition, where ix  is і-content from a source at 1, Xi n , 
generates a certain set of values containing information / knowledge / facts from the 
domain ISIRP (Tab. 2). 

 
 
 
 
 
 
 

Table 2. Objectives and tasks of research 
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Objective Scientific innovation Conclusion compliance 
perform ISIRP analysis and 
evaluation based on 
compatibility option detalization 
of these systems to improve 
their classification; 

improved ISIRP classification 
based on theoretical studies and 
compatibility option detalization 
of these systems by analyzing 
features of the system creation 
and usage. 

studied and improved ISIRP 
classification based on the 
analysis and evaluation of such 
systems, allowing us to 
determine, detail and justify 
choice of their compatibility 
options. 

develop a text content forming 
method through lifecycle 
improvement for management 
requirement determining of 
content flow; 

for the first time developed the 
method of  text content 
formation by its life cycle stages 
improvement through 
information resources detailed 
study. 

for the first time developed 
content formation method by its 
lifecycle stages improvement 
for requirement determining of 
content flow control. 

improve the text content control 
method on the basis of its 
system formation and analysis 
for determining text content 
control parameters; 

further developed methods for  
text content managing on the 
basis of its system formation 
and analysis, ensuring control 
parameter regulation and 
requirements of content 
formation. 

improved text content control 
method on the basis of its 
system formation and analysis 
for determining text content 
control parameters. 

develop a method of content 
tracking based on statistical 
analysis of ISIRP to change the 
control parameters and  the 
content forming requirements ; 

for the first time developed a 
method of text content tracking 
based on statistical analysis of 
ISIRP allowing us to determine 
the content managing 
parameters. 

developed a method of text 
content tracking  based on 
statistical analysis of ISIRP to 
change the control parameters 
and content forming 
requirements which makes it 
possible to increase turnover 
volumes of content at 9%. 

improve the structure of ISIRP 
by analyzing the information 
resources processing to develop 
typical system design 
recommendations; 

improved the structure of ISIRP 
based on information resources 
processing specification and 
through the sharing of the 
formation processes, 
management and content 
tracking, ensuring the 
implementation its life cycle 
stages and development of 
typical system design 
recommendations;  

improved the structure of ISIRP 
based on information resources 
processing different than the 
current with subsystems for 
formation, management and text 
content tracking; elaborated 
recommendations for ISIRP 
structure design 

carry out results evaluation 
through the implementation of 
information resources 
processing technological 
software in ISIRP to reduce the 
time and cost of the textual 
content formation, management, 
and tracking . 

elaborated recommendations for 
ISIRP structure design different 
than the current for stage 
specification and information 
resources processing subsystems 
existence that enable content 
lifecycle support; developed and 
implemented software for 
textual content formation, 
management, and tracking to 
increase the constant user text 
content volume at 9%. 

developed and implemented 
software for textual content 
formation, management, and 
tracking to increase the potential 
user active attraction and the 
target audience expansion by 
11%. 
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2 Information flows in intelligent system of information resources 
processing 

As a conversion result of ISIRP certain technological means to the source 
( )iSourse x  is generating a range set 1 2{ , ,..., }

XnX x x x  through Web-source 
information parser, perceived and presented figurate. In the process of selection and 
fixation of generated values according to the technological features of the system, 
every source of information generated range set is converted into input content set 

α( , , )f i pC u x t  of defined format rc , where 1, Cr n . The main objective of the 
ISIRP development project is creating information resource information architecture 
by creating up to date text content that is formed on the reverse reaction of the users 
according to the type of content distribution (Fig. 2). Each content set is presented in a 
structured, semi structured data or data without description of the structure and stored 
in a text content database. Content structuring involves the formation for each set 
describing its composition, methods of combining elements and their regulation, i.e. 
condition set 1 2{ , ,..., }

UnU u u u , where fu  is content formation condition at 1, Uf n . 
Source data set is a combination of set values in a given format and condition set 

,X U  when forming a content input set without structure description U  . 
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Fig. 2. Data flow diagram in ISIRP 

The resulting content before saving is verified / validation for its formal / 
substantial accuracy / relevancy confirmation upon the system demand. In case of 
inconsistency to required criteria piece of content is removed from further use. 
Filtered content is formatted and stored, then the relevant information and knowledge
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,C H  become available to users through information resource ISIRP, i.e. 

( )iSourse x   ix X   X   ,X U   α( , , )f i pu x t   rc   C   ( )DataBase C  

 β( , , , )d r k pq c h t   ,C H , where 1, Xi n , where Xn  – content source number, 

( )iSourse x  - i-content source, ix X - i-source content, ( )iSourse x ; 

 1 2, ,...,
XnX x x x - data set as a result of the source selection, ( )iSourse x ; ,i iX U  – 

data set with condition set, α( , , )f i pu x t  – forming content operator, rc  – formed 
content, C – generated content set, ( )DataBase C – content preserving statement in 
the database, β( , , , )d r k pq c h t  – content control statement, ,C H  – ІSІRP information 
resources composed of text content sets and content steering conditions [1]. 

The text content formation process submitted on this coupling scheme: 
( )iSourse x   ix X   X   ,X U    1α ( , , )Downloading X U T   

 2α ( , , )Verification X U T    3α ( , , )Conversion X U T   4α ( , , )X U T   

 5α ( , , )Qualification X U T   6α ( , , )X U T   7α ( , , )X U T   c Cr  , where 

1 2{ , , }
XnX x x x  – income data set ix X  from different information resources or 

moderators under 1, Xi n ; 1α  – content collecting statement from different sources, 

2α  – content duplication identification statement, 3α  – content formation statement, 

4α  – content key words and concepts identification statement [3], 5α  – content 
automatic categorization statement [4], 6α  – content digest forming statement, 7α  – 
content selective distribution statement, 1 2{ , , }

TnT t t t  – transaction time pt T of 

text content formation under 1, Tp n , 1 2{ , , }
CnC c c c  – text content set rc C

under 1, Cr n ,  ,Verification X U  – content verification statement, 

 ,Qualification X U  – content qualification statement,  ,Conversion X U  – 

content transformation statement,  ,Downloading X U  – content uploading 
statement. Improved ISIRP structure is through the addition of text content 
technological formation, management and support software (Fig. 3) [1]. 
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Fig. 3. Improved ISIRP structure 

Text content formation - a set of measures to ensure data  processing control  
from various sources (Fig. 4) to create a content with an additional set of values such 
as relevance, authenticity, uniqueness, completeness, accuracy and so on. 
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Fig. 4. Usage scheme of annotation database for text content search  

Text content managing is a set of measures to provide text content defining 
parameter value support as topicality, completeness, relevance, authenticity, 
reliability to determined requirements by a criteria set (Fig. 5). Text content tracking 
is a set of measures to ensure the ISIRP functioning under certain requirements and 
any subsequent changes to these requirements (Fig. 6). ISIRP information resources 
processing allows to get current and objective data about the system operation and for 
competition level evaluation on the segment of the content financial market; estimate 
competitor level and measure their competitiveness across the financial landscape for 
content distribution. The main classes of information resource users/characters 
(clients, managers and administrators) define the information resource design and 
decision-making process. ISIRP necessarily includes Web-mart (information 
resource) with a text content catalog (searchable) and the necessary interface elements 
to enter registration data, the formation of orders, making payments over the Internet, 
delivery handling (e-mail / on-line), obtaining data about the company and on-line 
help. Registration/user authorization happens while making order or entering the 
system. The interaction is carried out over a secure channel SSL for protection 
purposes. The whole process is recorded in the content management subsystem for 
ISIRP functioning statistic formation and offers as a list of popular content topics for 
content forming subsystem. 
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Fig. 5. The dependence scheme of a) component and b) stages of the text content tracking  
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Fig. 6. The detailed scheme of a) tracking and b) a set of measures to ensure data processing 
control from various sources 
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3 Method of Web Resources Processing and Analysis 

The process of content formation executes a transformation between a set of 
input data from different sources and a set of formatted and saved content elements: 

)( ixS   ix   X   ),,(α pif txu   rc   C   )(CD , where )( ixS  – is a source 

of data, )(CD – content database. The formation of content CX : is presented as 
a superposition of functions 

 ,αααααααα 0234567   or ,αααααααα 1234567   (1) 

where 0α  – is an operator of content creation; 1α  – operator of gathering content 
from different sources through Web-source information parser; 2α  – operator of 
content deduplication; 3α  – operator of content formatting; 4α – operator of 
keywords and concepts elucidation; 5α – operator of automatic categorization;  

6α – operator of compilation of content digests; 7α – operator of discretionary content 
sharing. The process of content formation is presented as 

 76543210 α,α,α,α,α,α,α,α,,,,α CUTX . (2) 

1. The operator for content creation is a mapping of input data from various 
sources into content, which is actual and commercially worthy 00 ),,(:α СTUX C  . 

2. The operator of content gathering through Web-source information parser is a 
mapping between input data obtained from authors or moderators into content which 
is actual and authentic 01 ),,(:α СTUX G  . 

3. The operator of content deduplication is a mapping of initial content into 
content having no duplicate elements   102 ,,:α СUTC B  . 

4. The operator of content formatting is a changing of content‘s format 
  213 ,,:α СTUC FR  . 
5. The operator of keywords elucidation define an addition to content in the form 

of the set of keywords, which generally describe it   324 ,,:α СTUС K  . 
6. The operator of content categorization – is a transformation of content via 

analysis and validation into a new state where content is assigned to some thematic 
category   435 ,,:α СTUС CT  . 

7. The operator of compilation of digests based on content is a transformation of 
content to new state having a short content digest   546 ,,:α СTUC D  . 

8. The operator of discretionary sharing of content adds to content a target 
audience definition and sharing to this audience   657 ,,:α СTUC Ds  . 
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The process of content formation is described by operator 
),,,(α)( 11 fprpr uXtctc  , where },,,{ 21 fnfff U

uuuu   – is a set of conditions 

for content rc  formation: 
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The process is going through data transformation stages into a set of relevant, 
formatted, categorized and validated content elements: Xxi    ),,(α0 TUX C  або 

),,(α1 TUX G    BUTC ,,α 02    TUC FR ,,α 13    TUС K ,,α 24   
 TUС Ct ,,α 35    TUC D ,,α 46    TUC Ds ,,α 57   Ccr  . 
Keywords discovery in content. Textual content (articles, commentaries, books, 

etc.) contains a lot of information in natural language, some of which is abstract. The 
text is presented as a sequence of character units, the basic properties of which are 
informational, structural and communicative connectivity / integrity that reflects the 
informational and structural nature of the text. The method of text processing is the 
linguistic analysis of content. This process splits the text on lexical tokens using finite 
automata (Fig. 7). 

 

 
Fig. 7. The structure of linguistic analysis of textual content 
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/ morpheme units and text analysis rules, the search of the term is performed. Using 
the rules of generative grammar, the term is corrected according to the rules of its use 
in the context. After parsing, the text is drawn into a data structure, such as a tree, 
which corresponds to the syntactic structure of the input sequence, and is best suited 
for further processing. After analyzing the text snippet and term, a new term is 
synthesized as a keyword using a database of terms and their morphemes. Our 
approach to keyword identification is based on Zipf law and comes to the choice of 
words with an average frequency of occurrence (most used words, found in stop 
dictionaries, and rare words are ignored). Keyword detection module is implemented 
on the website Victana (available at address 
http://victana.lviv.ua/index.php/kliuchovi-slova). 

The process of content categorization. The analysis of the lexical, grammatical 
and pragmatical structure of a text is used to automatically categorize content and 
build its digest. The operator of categorization of content is a mapping of the content 
to a new state via its validation. The new state is different from the previous one by 
availability of its assignment to some set of contents themes   435 ,,:α СTUС CT  . 
The analysis of content‘s meaning is performed by the process of pulling grammatical 
data from the word using grapheme analysis and the correction of morphological 
analysis results by analyzing the grammatical context of linguistic units. The process 
of categorization )),,(α(α 2454 CTK UUCС   via procedure of automatic content 
indexing 3С  is divided sequentially into following blocks: morphological analysis, 
syntactical analysis, semantical and syntactical analysis of linguistic structures, the 
variation of textual content‘s written representation.  

Creating a digest of content. The digest is a summary of a publication in ISIRP. 
In order to form it, the weighted content analysis is used and the frequency of words 
usage from a previously created dictionary of terms is considered. The operator of a 
digest formation is a mapping of content into a new state. This state is different from a 
previous one by the availability of additional part (digest) which adds to the content 
value. The process of a digest formation creates the set of the brief annotations and 
main points of the content for a specified time. This is convenient for a quick 
familiarization with the content‘s basics for a specified subject, and also when doing 
research on some topic. 

Content distribution process. Our implementation of distribution process of 
content shares a workload between authors and moderators while contributing to 
increase of the reading audience and the volume of content. In the beginning, the 
system obtains digests of sources via RSS. Next the digests are distributed among 
authors according to author‘s rating. Digests are sent first to authors with higher 
rating. The rating reflects the performance of each author and is influenced by such 
criteria as uniqueness of content, the number of views (either direct or referenced), 
user ratings. The rating assessment system utilizes many criteria, so final result is 
rather objective and it stimulates authors to improve their performance. After this the 
system goes into the standby mode until some new content will be added. The 
workload for moderator is reduced, especially in such tasks as sorting, assessment, 
rating, evaluation and analysis of content. Therefore, the content is created faster, and 
has higher quality because of objective process of evaluation of the content. 

As a result of analysis of ISIRP functioning S  and content support C  the set 
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},,,{ RCTP YYYYY  is created according to conditions },,,{ RCTP VVVVV  , where 

PqPcP YYY  - the subset of informational snapshots of content PcY and users PqY , 

TY - the subset of thematic plots, CY - the subset of content dependencies tables, RY - 
the subset of content ratings, PqPcP VVV  - the subset of conditions for information 

snapshots, TV - the set of conditions for thematic plots discovery, CV - the set of 
conditions for creating content dependencies tables, RV - the set of parameters used in 
content rating assessment. The set of informational snapshots of content PcY is 
represented as ),,,,( TQHCVBuInfPortY PcPc  , and the set of user‘s snapshots PqY  as 

),,,,( TZHQVBuInfPortY PqPq  , where PqPcP VVV  - the set of conditions for 

creating snapshots, BuInfPort - the operator of snapshot creation PqPcP YYY  . 

The set of thematic plots TY is presented as ),,,,( TVQHCIdThemTopY TT  , 
where TV - is the set of conditions for plot discovery. IdThemTop - the operator of 
thematic plot discovery TY . The set of content dependencies tables CY  is shown as 

),,( TVClConcConCorrTabY cC  , where CV - the set of conditions for creating 
content dependencies tables,  lConcConCorrTab - the operator for creation of content 
dependencies tables. The set of ratings RсY  is represented as 

),,,,,,,( TTonalitySpamVYHQCcCalRankConY RcCRс  , where RmRcR VVV  - the set 

of parameters used in rating assessment, ),,,,( 0 HTQQQTonality  - criteria of 
content tonality, ),( TQSpam - the operator for comments filtering, cCalRankCon - the 
operator of rating definition for content and moderators RmRcR YYY  . The set of 
output statistical data Y is presented by:  

),,,,,,(},,,{ TTZHQCVSupportYYYYY RCTP   
),,,,,,,,,(},,,{ TTZHQCVVVVSupportYYYYY RCTPRCTP   

where PqPcP YYY  is the set of informational snapshots of content and its users,  

TY - the set of thematic plots, CY  - the set of content dependencies tables, 

RmRcR YYY  - the set of ratings for content and moderators, Support - the operator 
for content support.  

4 Basic idea and structure of web-source information parser 

The use of standard software libraries avoids unjustified time, financial and 
human resources overrun for their re-development. That is why a wide range of active 
similar to developed one projects were analyzed, most of which are based on open 
source code concept and software distribution on terms of free licensing. Leading 
development team provide their projects by means of API (Application Programming 
Interface), thanks to which the functionality of these projects can be effectively used 
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by simple cataloged and well documented procedures and functions with  
corresponding arguments. Software development community worked out application 
software package use policies under different license provisions as well as 
participation in existing projects promotion so that each developer may receive, 
establish for personal use and develop as possible in one's direction these projects or 
included software environment libraries. Internet portals such as SourceForge.net 
contain all the necessary toolkit range o for deployment, documentation and project 
maintaining of arbitrary degree of complexity, development stage, access level and 
popularity among users. Developers make heavy use of development version-control 
special-purpose servers which provide collective (though thousands of participants) 
software development. The most popular among these is Git server. It can be installed 
separately as an individual or corporate server, and as well can be used by the global 
public Git-server GitHub. As studies have shown, among programming languages the 
vast majority of developments in the field of human language text document 
processing and almost all developments the field of ontology construction and 
education are written on Java. In addition, Java retains dominance among project 
languages, placed on the website SourceForge (Fig. 8) [5]. 

 

 
Fig. 8. The shares of 25 most popular programming language among developers that provide 

access to their portal projects through SourceForge.net. 

The winning argument in favor of Java as а project programming language was 
the availability and accessibility of Java API in a projects at Stanford University 
(USA) Protege-OWL, as it was Stanford Research Center of Biomedical Informatics, 
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who has become the practical studies flagship in the field of development tools, 
knowledge base and ontology editing and teaching with knowledge representation 
language OWL [6-19]. Projects developed in Java as well: 
 Gate [http://gate.ac.uk/] -set of text document processing tools to identify new 

knowledge. 
 owlapi.sourceforge.net - another Java-project, which is a library of Java-classes 

with broad functionality of OWL- document processing. 
 Pellet [http://clarkparsia.com/pellet/] - a software tool - the Java inference machine 

to implement arguments (knowledge creation) from knowledge base in OWL 2.0 
language. 

Since there was no unified system for online content search that would bear the 
value and novelty, the goal was to create one. In other words to implement a system 
which would use user key words and return only relevant content as result for further 
processing. The value of such a system lies in scholar labor saving during search of 
necessary material or document that clearly increases his productivity. 
In the service of the aim the following technical challenges were placed [7]: 
 Creation of unified information search system, which includes relevant content; 
 The system must be implemented as a program (independent module), which 

should be written in a modern programming language; 
 The program must include components for information web source communication 

(scientific web resources, libraries, archives, data storage, etc.); 
 The program must include a component that gives web page content; 
 The program must include a component which provides the article content reading 

and processing and related information from a remote Web resource; 
 The program should be built on such a design pattern that allows to expand its 

capabilities without significant changes of the existing code base; 
 The program must include technical documentation that gives an insight into 

operating principle and simplify further development; 
 The program must meet the basic criteria of the Basics of Occupational Safety and 

general accepted development standards; 
 Program should be cross-platform and contain minimum dependencies on third-

party libraries of chosen programming language. 
During the system creation process the syntactic analysis mechanism of Java 

integrated web page content was evaluated. There are two such mechanisms or rather 
two interfaces: DOM (Document Object Model) and SAX (Simple API for XML). 
When employing DOM document, wherein analysis is necessary, it is systematized in 
tree-type (the tree hierarchy).The elements of such hierarchy are conveniently 
accessed and processed. Also DOM element search possesses fast response, but the 
interface mechanism requires more memory than SAX. 

SAX search for relevant information takes place with help of iterative method in 
other words enumerative technique of all elements in document from the first to the 
last. That is, per one iteration loop only one element is given for processing and it is 
possible to refer to it only when iteration reaches the last element of the document and 
start a new cycle. SAX mechanism has a much lower response speed than DOM, but 
uses less memory. So, for the system implementation the DOM mechanism was 
selected as it is much faster to refer to necessary elements in document if they are 
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classified in the DOM model. There are a lot of implementations and add-ons for 
DOM. Main of them are: Jericho HTML Parser; Java XML Parser; JTidy; HTML 
Parser. Within this set of analyzers Jericho HTML Parser was chosen, as its main 
advantages are: 
 Not valid HTML document does not cause errors during the analysis;  
 HTML document is being analyzed even if it contains server‘s tags; 
 Option analysis is held with help of StreamedSource class, which allows memory 

to process large files efficiently. It provides additional functions that are not 
available in other on-stream analyzers; 

 The row and column number of each position in the original document are easily 
available. 

Jericho HTML Parser is a Java open source library, distributed on two licenses: 
Eclipse Public License (EPL) and the GNU Lesser General Public License (LGPL). 
So you can use it for commercial purposes in accordance with the license agreement 
conditions. Javadocs contain comprehensive information on the entire API. 

Classes, methods and fields used to create a system: 
 Source is class, the object of which contains HTML document. 
 fullSequentialParse () is class method Source, which analyzes the output tags. 
 Segment - class, the object of which parses the Source object content into 

segments. 
 getAllElements (StartTagType) is class method Segment, which creates a DOM 

source document hierarchy according to specified conditions. 
 getTextExtractor () is method, which returns the clean text and removes all tags in 

a given document. 
 HTMLElementName is a class that contains static methods for choosing right tags. 
 getAttributeValue (String attributeName) is method, which returns the decoded 

attribute value with the specified name. 
 getParentElement () is method, which returns the parent towards given in the DOM 

hierarchy. 
 getName () is method, which returns the name of the element. 
 getChildElements () is returns a list of the direct descendants of this element in the  

document hierarchy. 
The system consists of three main modules (interfaces) and auxiliary interfaces 

that provide iteration procedure (Fig. 9a). These modules are: iConnectionProvider, 
iWebInfoParser, iWebInfoSource. Auxiliary interfaces that provide iteration: Iterable 
<Publication>, Iterable <String>. IConnectionProvider module is an interface, which 
is implemented through StraightConnection or ProxyConnection classes depending on 
chosen connection option (direct inclusion or inclusion with server authentication). 

StraightConnection class includes two major public method that implement the 
iConnectionProvider interface: connect (URL), isConnectible (URL). The method 
connect (URL) is provides a connection to the web information source. The method 
isConnectible (URL) is checks for a connection. ProxyConnection class includes 
fields that contain the data required to make server authentication authorization 
(Fig. 9b): proxyHost (server authentication name in the form of domain or IP 
address); proxyPort (server authentication port); proxyUserName (authentication 
server user login); proxyUserPassword (authentication server user password). All of 
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these fields are closed due to encapsulation concept. They are accessed using the 
methods set and get. Also ProxyConnection class includes two major public method 
that implement the iConnectionProvider interface: connect (URL), isConnectible 
(URL). The method connect (URL) is provides a connection to the information web 
source. Method isConnectible (URL) is checks a connection. Also ProxyConnection 
also includes the following key methods: connectAuthProxy (URL), 
connectNoAuthProxy (URL), testAuthProxy (), testNoAuthProxy (). IWebInfoSource 
component consists of classes (Fig. 10): AbstractWebInfoSource, ScienceDirectWIS, 
CiteSeerXWIS, WileyOnlineLibraryWIS. AbstractWebInfoSource class is an abstract 
class and implements the interface iWebInfoSource. Classes ScienceDirectWIS, 
CiteSeerXWIS and WileyOnlineLibraryWIS implement receiving of "raw» not 
analyzed data from web sources http://www.sciencedirect.com, 
http://citeseerx.ist.psu.edu and http://onlinelibrary.wiley.com accordingly. 

 

a) b)  

Fig. 9. a) General diagram of the parser structure and b) ProxyConnection UML-class diagram 
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Fig. 10. Schematic diagram of  iWebInfoSource component 

IWebInfoParser module consists of the following classes: AbstractParser, 
ScienceDirectParser, CiteSeerXParser, WileyOnlineLibraryParser. AbstractParser 
class is an abstract class and implements the interface iWebInfoParser. 
Classes ScienceDirectParser, CiteSeerXParser WileyOnlineLibraryParser analyzes 
raw» not analyzed data from component iWebInfoSource. 

5 Conclusions 

The tremendous growth rates of internet and volume of content stored on its 
servers requires the creation of tools for automatic content analysis and processing. 
Intelligent systems for content processing aim to simplify and automate such tasks as 
content analysis and classification, finding keywords and building digests, distributing 
content according to specified criteria.  This paper presents the results of a study of 
patterns, characteristics and dependencies in automatic text processing of content. 
Data and information flows in processes of content transformation are elucidated and 
formalized. The methods of linguistic analysis are proposed for automation of all 
operations of content processing. A content management system built using 
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developed methods is constantly monitoring content from various sources, gathers 
and integrates content and distributes it to customers. The implementation of 
proposed methods and procedures allows effectively create and distribute content for 
targeted social audience and individual customers. 

Content forming is implemented as a content-monitoring system collecting the 
content from various data sources. This enables the creation of a database of content 
information according to user needs. The result of collecting and primary processing 
of initial content is new content reduced to a single format, classified according to 
certain rubricator, and having attributed some descriptors and keywords. 

The subsystem of content support provides the formation of information 
snapshots; the detection of thematic plots; the building of content dependencies 
tables; the calculation of content rating, the identification of new events in content 
flows, their tracking and clustering. The analysis of maintenance process of content 
allows us to determine the causes of the target audience formation using the set of 
parameters. By adjusting the themed set of content, its uniqueness, its formation 
efficiency and providing the adequate management according to the individual needs 
of regular users, the boundaries of targeted social audience and the number of unique 
visitors from search engines can simulated. 

The article describes following results: 
 Has been analyzed the development problem of ontology-based information 

resources processing intellectual systems. 
 Has been proposed a new evaluating method of a text document relevance 

according to the information needs of the information system client, which is based 
on building information need model in the form of intelligent agent optimal 
strategy, assessment of expected usefulness and its change due to refinement of the 
plan by adding information from the investigational document. 

The automated ontology synthesis information technology was implemented as 
software CROCUS, which can be used for proposed method of relevance assessment 
in human language text information search and knowledge extraction systems. 
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