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Abstract: Present paper is dedicated to the problems of 
studying and developing the theoretical and methodological 
framework, algorithmic base and corresponding software 
means to organize and realize the automatic synthesis of 
computer devices in the reconfigurable hardware platforms 
of the smart-sensors in cyber-physical systems with no 
human assistance. To solve this task, the following basic 
approaches will be used: a) a method of self-configuring of 
the computer system with reconfigurable logic; b) a “Software 
as a Service” software delivery model via a computer 
network; and c) an “Internet of Things” technology. The 
method of computer devices automatic synthesis in the 
reconfigurable hardware platforms of the smart sensors of 
the cyber-physical systems will be proposed. The client-
server protocol of information exchange between the 
reconfigurable hardware platforms of the cyber-physical 
system measuring and computing nodes will be developed 
for automatic creation of computer devices in them. On the 
basis of the above protocol, the technical requirements to 
realization will be formulated and the principles of design 
and the main algorithms of the software interface operation 
will be developed. The program interfaces of realizing the 
protocol of information exchange between the reconfigurable 
hardware platforms of the smart-sensors for automatic 
creation of computer devices will be modeled and the results of 
their implementation and testing will be demonstrated. 

 

Index Terms: Cyber-Physical System, Field Programmable 
Gate Array, FPGA-Based Smart-Sensor, Self-Configuring, 
Software as a Service, Internet of Things. 

І. INTRODUCTION 
Оver several years, developing and studying the cyber-

physical systems (CPSs) continues to be one of the 
principal scientific and technical trends of the computer, 
information-communication and information-measuring 
systems progress. The cyber-physical system means a 
combination of physical processes and cybernetic means to 
ensure organizing the measuring and computing processes, 
protected storing and exchanging the measuring and service 
information, making decisions and organizing and realizing 
the influence on the physical processes. Combining these 
components within the framework of a single system allows 
the new results to be obtained capable of being used in 
creating a wide range of fundamentally new scientific, 
technical and service tools [1]. 

Due to automation of the information-measuring and 
computing processes, decision making processes and 

influencing the physical processes, CPSs are reasonably 
considered as one of the factors of the fourth industrial 
revolution. In 2012, the scientific research in the CPS 
sphere was recognized as one of the key trends of those 
carried out by the US National Science Foundation. 

The further CPS development depends essentially on 
the technological progress in computer engineering and 
information-communication technologies. An important 
issue here is design of the energy saving autonomous 
measuring and computing nodes capable of not only the 
information collecting and primary processing but also 
of performing specialized computations. Equally 
important is also the increase of productivity and 
'intellectualization' of computational means that must be 
able to analyze the huge data arrays in real time and to 
make necessary decisions.  

Specialization and hardware interpretation of algorithms 
to be executed are the basic approaches in providing high 
productivity and energy efficiency of computer means. 
However, the use of the above approaches ensures high 
productivity indices of computer means in the related 
classes of problems only. Constructing computer means 
using reconfigurable components allows the problem of the 
efficient combination of the executed algorithm flexibility 
and hardware interpretation to be solved. The structure and 
functions of the above means might be readjusted in a 
prescribed manner with the purpose to take into account  
the structural and computational characteristics of the 
algorithms to be executed. Practical implementation of the 
reconfigurable computing technology has become possible 
since the advent of the field programmable gate array 
(FPGA) electronic circuits of a high integration degree. 

Due to the aforementioned properties, FPGAs are 
perfectly suited for use in CPSs, in particular, to realize 
the measuring and computing nodes. One of such 
application is, for instance, protection of information 
transmitted between these nodes, since cryptographic 
algorithms used in the wireless networks with 
autonomous nodes, in particular, in the sensor [2] and 
Wi-Fi [3] ones are complicated, and their execution 
requires significant energy resources. Therefore, the 
information protection subsystems in such nodes are 
often realized in FPGAs. Realization of specialized 
computations within the measuring and computing node 

Lviv Polytechnic National University Institutional Repository http://ena.lp.edu.ua



Viktor Melnyk et al. 

 

104 

is the other example of FPGAs application, because this 
ensures low energy consumption at acceptable productivity. 

ІІ. RELATED WORK 
In Ref. [1], a generalized structure of the cyber-

physical system was proposed. It includes such 
components as high-performance computational means, 
information collection and processing centers, 
information protection and access management systems, 
communication environment, and an N autonomous 
measuring and computing nodes each interacting with 
the physical environment via the sensor and executive 
system. The measuring and computing node functions 
and the order of the node interaction with the physical 
environment are generally determined by the CPS 
purpose, architecture and functions as well as by the 
node location in it, and, if necessary could be modified. 
The node-embedded system of specialized computations 
and decision making is responsible for the node 
operation organization. 

Due to the progress in the integrated circuits (ICs) 
and sensors production technologies, today the 
measuring and computing nodes are realized frequently 
in the integrated form. Portable devices that combine 
sensor system, computational means, communication 
means and a set of means for executing “intellectual” 
functions, i.e. decision making, self-diagnostics, self-
testing etc., are called the smart sensors [4]. The latter 
involve usually a sensor itself, a microprocessor, a 
memory and an interface controller(s). 

Minimal energy consumption is one of the principal 
requirements to the smart sensors. This is due to the fact 
that the measuring and computing nodes in CPS are 
autonomous, often have no fixed power source and are 
powered by the replaceable batteries. As one of 
consequences, the task of realizing the energy-efficient 
hardware means for specialized computations and 
decision making characterized by a low power 
consumption does arise. 

Obviously, the use of high-performance universal 
processors like Xeon, Pentium or Core i7 produced by 
Intel, or Sempron, Athlon, A8 produced by AMD should 
not be reasonable here. On the other hand, computing 
capabilities of low-powered energy saving processors, 
e.g. G-Series produced by AMD, or ARM Cortex, are not 
always sufficient for many CPS applications. Therefore, 
the use of FPGAs is absolutely feasible since they 
contain the reconfigurable logic arrays, arithmetic 
devices, multipliers and even digital signal processor 
units for specialized computations, embedded memory 
for data and program storage, standard interface 
controllers. At the same time they are characterized by 
high potential productivity and relatively low power 
consumption. In addition, many modern FPGAs contain 
universal programmable microprocessors that could be 
used for specialized computation management and 
decision making. These microprocessors could be 

integrated into the FPGA chips as full custom regions or 
delivered in a form of soft cores and synthesized in 
FPGA together with other specialized computational 
means. The full-custom microprocessors implementations 
are, for example, PowerPC™ 405 in the Virtex-4 FPGA 
produced by Xilinx and ARM922T™ in the Excalibur 
FPGA produced by Altera. The most widely used 
microprocessor soft cores are the VHDL-models of the 
32-bit LEON3 processor with the SPARC V8 architecture 
produced by Aeroflex Gaisler, the 32-bit embedded Nios 
II processor produced by Altera with the architecture 
adapted to their own FPGAs, as well as MicroBlaze, – 
the 32-bit embedded RISC-processor produced by Xilinx 
with the Harvard architecture adapted to their own 
FPGAs. 

The FPGA-based smart sensors are quite widespread 
today. Of their applications, one may distinguish the 
monitoring systems [5], computer vision and digital 
signal processing systems [4] and metrological systems 
[6]. The FPGAs in smart sensors are the reconfigurable 
hardware platforms (RHPs) intended to realize the 
specialized computational and decision making means. 
They are used to realize the application-specific 
processors for execution algorithms of, for example, 
compression [7]-[9], sound processing [10], [11], image 
processing [12]-[14], cryptographic transformations [15], 
[16]. The areas of the smart sensors application are 
analyzed in Ref. [14]. Of particular interest is using in 
the smart sensors those FPGAs that support partial 
reconfiguration. This enables, on the one hand, to extend 
their functions, when different application-specific 
processors operate in the different reconfigurable regions 
of FPGA and, on the other hand, to optimize energy 
consumption by adjusting the application-specific 
processors in FPGA to the data processing in real time at 
minimal frequency [13]. 

ІІІ. PROBLEM STATEMENT 
A problematic issue of the FPGA-based smart 

sensors use in CPSs is configuration, i.e. realization of 
processors for specialized computations, interface 
controllers and other components of the specialized 
computing and decision making system. 

The problem is, first of all, that implementing into 
FPGA requires application-specific processors soft cores 
designing (or getting ready-made solutions from the 
third parties). Designing process is described in detail in 
Refs. [18], [19]. This process is rather laborious and 
requires significant financial and time costs because it 
involves architectural designing of the application-
specific processors, soft cores development and 
debugging using the hardware description language, and 
their logic synthesis in the target FPGA. As a result of 
the logic synthesis, the FPGA configuration code is 
obtained. Note that it is necessary first to define and 
develop the algorithms to be executed by the specialized 
computing and decision making system. 
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Second, after the application-specific processor 
designing, a problem arises of how to load the configuration 
code into the reconfigurable hardware platform of the smart 
sensor. To do this it is necessary to connect the above 
sensor to computer with the relevant software being 
installed and to execute the configuration procedure. Taking 
into account the scale of the CPS that may involve hundreds 
or thousands geographically distant measuring and 
computing nodes, one may realize how this process is 
longstanding and complicated. Moreover, changing 
functions or even adjusting operating parameters of the 
measuring and computing node may require FPGA 
reconfiguration, and this makes CPS rigid, inert and hardly 
suitable for modernization or reprofiling. 

Therefore, the important task is developing the 
theoretical and methodological framework, algorithmic 
base and corresponding software means to organize and 
execute the automatic synthesis of computer devices in 
the reconfigurable hardware platforms of the smart 
sensors (and other types of measuring and computing 
nodes) of CPSs with no human assistance. In our 
opinion, to solve this task, the basic are applications of 
following methodological and technological approaches: 
a) a method of self-configuring of the computer system 
with reconfigurable logic; b) a “Software as a Service” 
(SaaS) software delivery model via a computer network; 
and c) an “Internet of Things” (IoT) technology. The use 
of the first approach allows the process of developing the 
application-specific processors soft cores to be 
synthesized in the reconfigurable hardware platforms of 
the smart sensors to be automated. The second approach 
enables this process to be realized as the service for the 
CPS smart sensors. Third approach aims at ensuring 
initiating the RHP configuration creation and its transfer 
to the smart sensor with no human assistance. Solving 
this task is a subject of research presented in this paper. 

IV. STRUCTURE OF THE ARTICLE 
The material of the present paper is structured as 

follows. 
Section V reviews the basic methodological and 

technological approaches to the solution of the problems 
of the FPGA-based smart sensors application in the 
CPSs, namely, the method of self-configuring of the 
computer system with reconfigurable logic, the SaaS 
model and the IoT technology. 

The method of computer device automatic synthesis 
in the reconfigurable hardware platforms of the CPS 
smart sensors is proposed in Section VI, making a basis 
for the development of the relevant algorithmic base and 
software means. 

Section VII is devoted to the development of the 
client-server information exchange protocol with the 
reconfigurable hardware platforms of the CPS smart 
sensors for automatic creation of computer devices in 
them. The types of messages of client-to-server 
exchange and their transfer environment are reviewed; 

the operating algorithms and the relevant server’s and 
client’s finite state machines are developed. The example 
of a client-to-server communication is given. 

In order to provide communication according to the 
above protocol, the data packet format is developed in 
Section VIII.  

In Section IX, the requirements to the program 
interface that realizes the developed protocol of 
information exchange between the reconfigurable 
hardware platforms of the CPS smart-sensors for 
automatic creation of computer devices in them are 
determined, the software means of realizing this protocol 
are modeled and the results of their implementation and 
testing are demonstrated. 

V. REVIEW OF BASIC APPROACHES TO SOLVING 
THE PROBLEMS OF THE FPGA-BASED SMART 

SENSORS APPLICATION IN CPSS 

A. Method of Self-Configuring of the Computer System 
with Reconfigurable Logic 

The self-configurable computer system (SCCS) is the 
computer system with reconfigurable logic where the 
program compilation includes automatically performed 
actions of creation of configuration, and which acquires 
that configuration automatically in the time of program 
loading for execution [18], [20], [21]. 

The SCCS automatically executes: 1) computational 
load balancing between the general-purpose processor 
and reconfigurable environment (RCE); and 2) creation 
of an application-specific processor (ASP) HDL-model. 
Loading of the configuration files obtained after logical 
synthesis into the RCE is carried out by the operating 
system in parallel with loading of the general-purpose 
processor’s subprogram executable file into the main 
memory after program initialization [18], [20], [21]. 

The method of information processing in the SCCS 
consists of three stages: compiling the program, its loading, 
and execution. This method supposes following. The user 
creates a program written in a high-level programming 
language and submits it into the SCCS. During compiling 
the SCCS automatically performs the following actions: 
divides this program into the general-purpose processor’s 
subprogram and RCE’s subprogram, performs general-
purpose processor’s subprogram compilation and generates 
its executable file, creates ASP’s HDL-model to perform 
RCE’s subprogram, performs ASP’s logic synthesis, and 
stores obtained executable and configuration files into the 
secondary storage. 

At the stage of the program loading after its 
initialization, the SCCS loads the executable file of the 
general-purpose processor’s subprogram into the main 
memory using a conventional loader and, at the same 
time, loads the configuration files into the RCE and thus 
creates an ASP in there using the FPGA configuring 
tools. Then, the stage of the program execution is 
performed. 
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The use of the method of self-configuring in the FPGA-
based smart sensors allows one to generate automatically 
the computer devices soft cores to be synthesized in their 
RHPs, to obtain their configurations and, thus, to solve the 
problem of developing the application-specific processors, 
interface controllers and other components of the 
specialized computing and decision making system. At the 
same time, the complexity of the method of self-
configuring and the need in the high-performance computer 
means for its execution give no possibility to realize it 
inside the smart sensor with its limited energy and 
computational resources. 

B. “Software as a Service” Software Delivery Model 
Software as a service (SaaS) is a service delivery 

model in which software is centrally hosted and is 
accessible for clients [22], [23]. SaaS has become a 
common delivery model for many business applications, 
including software for office and messaging, database 
management, computer-aided design, gaming, antivirus 
protection and more [24]. 

The vast majority of SaaS solutions are based on a 
multi-tenant architecture. With this model, a single 
version of the application, with a single configuration 
(hardware, network, operating system), is used for all 
customers (“tenants”). To support scalability, the 
application is installed on multiple machines. This is 
contrasted with traditional software, where multiple 
physical copies of the software – each potentially of  
a different version, with a potentially different 
configuration, and often customized – are installed 
across various customer machines. 

The use of the SaaS model in the CPS allows one to 
organize via the network the provision to the smart 
sensors of the software tools necessary for the automatic 
generation of the computer device soft cores to be 
synthesized in their FPGAs and to obtain their 
configurations. Obviously, these software tools must be 
installed at the special server in the CPS. 

C. “Internet of Things” Technology 
The Internet of things (IoT) is the information 

communication technology allowing the interaction of 
physical devices, vehicles, buildings, and other items – 
equipped with embedded electronic hardware, software, 
sensors, actuators, and network connectivity that enable 
these objects to collect and exchange data [25], [26]. The 
IoT technology allows objects to be sensed and/or 
controlled remotely across existing network infrastructure, 
creating opportunities for direct integration of the 
physical world into computer-based systems, and 
resulting in improved efficiency, accuracy and economic 
benefit. The IoT is one of the basic technologies used in 
the more general class of cyber-physical systems. Each 
thing is uniquely identifiable through its embedded 
computing system but is able to interoperate within the 
existing Internet infrastructure. 

“Things”, in the IoT sense, can refer to a wide variety of 
devices. Typically, IoT is expected to offer advanced 
connectivity of devices, systems, and services that goes 
beyond machine-to-machine (M2M) communications and 
covers a variety of protocols, domains, and applications. 

We suggest using the CPS smart sensors as the 
“things” interacting via the IoT with the goal to automate 
the configurations creation requests and receipt. This 
will enable the configuration codes to be loaded 
automatically into the smart sensor’s RHP in case of a 
need in the change of operating algorithms of the 
specialized computing and decision making system and 
will solve a problem of the CPS rigidity and inertia 
during its reprofiling or modernization. 

The benefits that may be gained due to the use of the 
above basic approaches in the CPSs with the FPGA-
based smart sensors are generalized in Fig. 1 in a form of 
a “Self-Configurability-SaaS-IoT'” triangle. Combining 
these benefits forms an approved theoretical basis for the 
development of the method of computer devices 
automatic synthesis in the RHPs of the CPS smart 
sensors, which is presented below. 

 

 
 

Fig. 1. “Self-Configurability-SaaS-IoT” triangle 

VI. METHOD OF COMPUTER DEVICES AUTOMATIC 
SYNTHESIS IN THE RECONFIGURABLE 
HARDWARE PLATFORMS OF THE CPS  

SMART SENSORS 
As stated above, today the measuring and computing 

nodes are being realized mainly as the integrated devices 
called the smart sensors. Therefore, when describing this 
method below, we shall use just this term, not limiting, 
however, its applications to the other types of the 
measuring and computing nodes. 

To realize the computer device automatic synthesis in 
the reconfigurable hardware platforms of the smart 
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sensors, one has to introduce into the CPS structure [1] 
additionally the following components: 

– a library to store the high-level descriptions of the 
operating algorithms of the specialized computing means. 
Such library could be both global, i.e. accessible for many 
smart sensors, and local one. The high-level descriptions are 
presented in a form of the computer programs written in the 
programming language, for instance C. They may be put 
into the library during the CPS creation or later, during its 
reprofiling or modernization; 

– a complex of software tools for automatic generation 
of smart sensors configurations (hereinafter referred to as 
the configurations generation system). This system may be 
involved in the CPS high-performance computational 
means or be its separate component connected to the smart 
sensors via the communication environment. 

Fig. 2 illustrates the method of computer devices 
automatic synthesis in the RHPs of the CPS smart 
sensors. The essence of this method lies in that: 

– the smart sensor receives from the library the HLLP  
program that describes the operation algorithm of the 
specialized computing means in it and transfers this 
programs together with the universal microprocessor 
(MPC) and RHP (RHPC) characteristics to the 
configurations generation system; 

the configurations generation system, having 
received the above program and characteristics, shall 
automatically execute the following actions: 

– extracts from the HLLP  program most computationally 
complex fragments and distributes it onto the MPP  
subprogram of the universal microprocessor and the RHP 
subprogram RHPP  constructed from the extracted fragments; 

– compiles the MPP  subprogram of the universal 
microprocessor into the executable file obj  that corresponds 
to its architecture and the RHP subprogram to the configu-
ration file conf  that corresponds to its characteristics. In this 
case the RHP subprogram compilation into the configuration 
file consists in the automatic creation of the application-
specific processor soft core from this subprogram with 
further logic synthesis execution; 

– transfers the universal microprocessor executable 
file created and the RHP configuration file to the smart 
sensor; 

– the smart sensor receives the above files, stores the 
executable file into the memory and loads the 
configuration into the RHP. 

In the method described, the smart sensor is a client, 
whereas the configurations generation system is a server. 

 

 
 

Fig. 2. Method of computer devices automatic synthesis in the RHPs of the CPS smart sensors 
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To carry out the above actions, one has to introduce 
into the configurations generation system the following 
software tools: 

1. Tools for computational load distribution between 
the universal processor and RPH. These tools find 
automatically in the HLLP  programs those fragments that 
constitute the computational load and provide at the 
execution in RPH the advantage in the smart sensor 
energy consumption, and distribute the HLLP  program 
onto the MPP  subprogram of the universal microprocessor 
replacing in it the extracted fragments by the RPH 
instructions, and the RPH subprogram RHPP  formed of 
the above fragments. One of the examples of such 
system realization is given in Ref. [27]. 

2. Compiler(s) for the MPP  subprograms compilation 
from the input language, they are written in, into the 
object codes obj  that may be directly executed by the 
universal microprocessor of the smart sensor. 

3. Computer device soft cores generation tools that 
generate automatically the application-specific processors 
soft cores from the RHPP  subprograms, for example, 
Chameleon produced by Intron [28], [29], Agility Compiler 
[30] and DK4 Design Suite [31] produced by Celoxica, 
CoDeveloper produced by Impulse [32]. 

4. Logic synthesis tools for application-specific 
processors soft cores synthesis in target FPGAs. These tools 
are available from the FPGA vendors, e.g. Vivado Design 
Suite, ISE, Alliance, Foundation produced by Xilinx [33]; 
Quartus II, Max + II produced by Altera [34]. 

As mentioned above, the smart sensor transmits to the 
configurations generation system the universal micropro-
cessor and RPH characteristics together with the HLLP  
program. Let’s consider the purpose of these characteristics. 

The universal microprocessor architecture is its 
characteristic that makes a basis for selecting the 
compiler from the input language to the object code. 

The following RHP characteristics are classified as the 
basic ones: the FPGA type and series, the package type 
and the number of pins. The secondary characteristics are 
as follows: the embedded memory units amount and 
organization, the arithmetic and logic devices amount and 
organization, the basic logic elements and the input/output 
blocks amount, the maximal operating clock frequency 
and the energy consumption. The basic RPH characte-
ristics are the input information for the logic synthesis 
tools. The secondary RHP characteristics are necessary for 
the computer device soft cores generation tools to 
determine the application-specific processors parameters, 
in particular, the number of the parallel computational 
units, the maximal command memory size, the interface 
capacity etc. 

Thus, the task of the RHP configurations automatic 
creation and receipt in the measuring and computing 
nodes with no human assistance is solved in CPS. 

Having the above software tools in hand, it is 
necessary to develop the protocol of information 
exchange in CPS between the configurations generation 
system and the smart sensors for automatic synthesizing 
the computer devices in their RHPs, as well as the data 
packet format for this information transfer. We shall 
examine these problems below. 

VII. PROTOCOL OF INFORMATION EXCHANGE 
IN CPS BETWEEN THE CONFIGURATIONS 

GENERATION SYSTEM AND SMART SENSORS 
FOR COMPUTER DEVICES AUTOMATIC 

SYNTHESIS IN RHP 
A. Messages and Their Communication Environment 

Communication between the server, i.e. the 
configurations generation system, and the client, i.e. the 
smart sensor, is realized in a way of transferring 
messages. The communication environment must ensure 
the transfer possibility, while the transfer protocol must 
warrant the message delivery, as, for instance, TCP [35] 
or other data transfer protocols with guaranteed delivery 
in the OSI model [36]. 

The messages in the protocol could be divided into  
2 groups: 

A group of messages for connection state 
management. This group includes those messages that 
are responsible for connection establishment, authoriza-
tion, its passing, control and completion. 

A group of messages for the data transfer. This group 
includes those messages that contain information on the 

HLLP  programs, characteristics of the microprocessor and 
RHP and the RHP configuration itself. 

B. Server’s Finite State Machine 
Consider first a server’s finite state machine 

responsible for connection state management from the 
server’s side (Fig. 3). The state machine operates 
according to the following algorithm. 

The initial state of the state machine, which the server 
starts its operation from, is Init. After calling start(), the 
server transits into the WaitForConnection state, where it 
waits for a client connection. 

If the connection is successful, the DoAcceptConnection() 
method is called, and the server transits into the Connected 
state. 

If the connection error occurs or the number of 
connection attempts is exceeded, the server transits  
into the ConnectionFailed state by means of the 
OnMaxConnectionAttempt() and OnConnectionFailed() 
methods, respectively. 

If the number of connection attempts is not exceeded, the 
transition into the WaitForConnection state occurs by 
means of the WaitForNewConnection() method. Otherwise, 
the transition into the Error state will take place by means 
of the HandleConnectionFailed() method that is responsible 
for irreversible connection error. 
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Fig. 3. Server’s finite state machine 
 
At the successful connection, the server will transit to 

the WaitForAuthorization state, i.e. into the machine state, 
in which the server waits for the client authorization. 

If the client is authorized, the server transits into the 
Authorized state by means of DoAuthorizationAccept(). 
In case of the authorization error, the 
OnAuthorizationFailed() method is called and the server 
transits into the AuthorizationFailed state. 

If the number of authorization attempts is not 
exceeded, the server may return from the 
AuthorizationFailed state into the WaitForAuthorization 
state by calling the WaitForNewAuthorizationAttempt() 
method. Otherwise, the HandleAuthorizationFailed() 
method will be executed and the server will transit into 
the Error state. 

If the limit of the server stay in the WaitForAuthorization 
state is exceeded, the OnAuthorizationTimeout()  
method is called and the server transits into the 
AuthorizationFailed() state. 

In case of a successful authorization, the server will 
transit into the WaitForJobRequest state. In this state, the 
server waits for the request for the RHP configuration 
generation execution. If the limit of the server stay in  
the WaitForJobRequest state is exceeded, the 
OnJobRequestTimeOut() method will be called and the 
transition into the JobFailed state will occur. In case the 
bad synthesis parameters were transmitted, the transition 
to the JobFailed state will occur by means of 
OnBadParameters(). The transition from the JobFailed 
state into the WaitForJobRequest one is possible by 
means of WaitForNewJobRequest(), provided the 
number of execution requests is not exceeded, otherwise 
the transition to the Error state occurs and connection 
will be finished. If OnJobRequestReceived() is received 
successfully, the server will transit into the WorkOnJob 
state, where configurations for RPH are generated. 
Errors may occur during execution, and in this case the 
server will transit from the WorkOnJob state into the 
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JobFailed one. As a result of successful synthesis, the 
OnJobCompleted() method will be executed successfully, 
and the server will transit into the WaitForAcknowledge 
state, where it will wait for the client’s response that 
acknowledges the configuration receipt. In case this does 
not occur, the server will transit into the Error state by 
means of the OnAcknowledgeTimeout() method. If the 
acknowledgement is received, OnAcknowledgeReceived() 
is called. The server will transit into the Disconnected() state, 
where connection terminates. After the connection 
termination, the state is reset by the DoCleanUp() method 
and the server transits into the Init state. In case of the 
irreversible error, the server will stay in the Error state. The 
transition from this state into the Disconnected one will occur 
by means of the DoUngracefulDisconnection() method. 

C. Client’s Finite State Machine 
This finite state machine is responsible for the 

connection management from the client’s side (Fig. 4). 

The client’s finite state machine operates according 
to the following algorithm. The client starts operating 
from the Init state. Connection with the server is 
executed by means of the DoConnect() method and the 
client transits into the Connecting state waiting for the 
server response. If the response waiting time is 
exceeded, the OnConnectionTimeOut() method is called, 
and the client transits to the ConnectionFailed state. In 
the case when the server fails to accept connection, the 
OnHostRejects() method will be called, and the client 
will transit into the ConnectionFailed state. 

The transition from the ConnectionFailed state to the 
Connecting state is possible by means of the 
DoConnectionAttempt() method provided if the number of 
attempts did not exceed the limit. If the connection is 
successful, the client transits into the Connected state. By 
calling the DoAuthorization() method, the transition is 
performed from the Connected state to the Authorizing one, 
in which the client waits for the authorization from the server. 

 

 
 

Fig. 4. Client’s finite state machine 
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If the authorization is not successful or the response 
waiting time is exceeded, the transition into the 
AuthorizationFailed state occurs by means of the 
OnAuthorizationTimeOut() or OnBadCredentials() methods. 

If the limit of attempts is not exceeded, the 
DoAuthorizationAttempt() method is executed, otherwise 
the transition to the Error state occurs by means of the 
HandleAuthorizationError() method. 

If the authorization is successful, the OnAuthorized() 
call takes place and the server transits to the Authorized 
state. The client will transit from this state into the 
WaitForJob state by means of the DoJobRequest() call and 
will wait for the result of the RHP configuration generation. 
If during the request the errors occur, then, using the 
OnBadJobRequest() and OnJobRequestTimeOut() methods, 
the transition into the JobReceivingFailed state is executed.  

If the request limit is not exceeded, the transition into  
the WaitForJob state takes place by means of 
DoJobRequestAttempt(). 

After finishing the configuration generation, the 
OnJobReceived() method will be called and the client will 
transit to the JobProcessing state. The configuration will be 
stored in this state. By calling the DoDisconnect() method, 
the client will transit into the Disconnected state and then, 
having called DoCleanUp(), it will transit into the initial 
state Init. In case of the irreversible error, the server will 
stay in the Error state. The transition from this state into  
the Disconnected one occurs by means of the 
DoUngracefulDisconnection() method. 

D. Example of the Client-to-Server Communication 
Consider an example of the client’s communication 

with the server (Fig. 5). 
 

 
 

Fig. 5. Example of the client’s communication with the server 
 
When the server transits to the WaitForConnection 

state, the client will send the ConnectionRequest message and 
transit into the Connecting state, where it will wait for the 
server response. The server, in turn, receives this message, 
transits into the Connected state, sends ConnectionAccept and 
transits into the WaitForAuthorization state, where it will 
wait for authorization. The client, having received 

ConnectionAccept, transits into the Connected state, sends 
the AuthorizationRequest message and transits into the 
Authorizing state. After the receipt of AuthorizationRequest, 
the server transits into the Authorized state, sends the 
AuthorizationAccepted message and transits into the 
WaitForJob state, where it waits for the RHP configuration 
generation request. Having received AuthorizationAccepted, 
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the client transits into the Authorized state, makes an RHP 
configuration generation request and then transits into the 
WaitForJob state. After the receipt of the configuration 
generation request (RequestForCompilation), the server 
transits into the WorkOnJob state and, using the 
CompilationAccepted message, informs that the request is 
accepted. After completing the configuration generation, 
the server transits into the WaitForAcknowledgment state, 
where it waits for the client’s response. Having got 
OnJobDone, the client processes the configuration received 
and sends the JobAcknowledgment message that 
acknowledges the successful configuration receipt and 
completes the communication session transiting into the 
Disconnected state. The server, having received the 
JobAcknowledgment message, terminates the communica-
tion session by transiting to the Disconnected state as well. 

VIII. DATA PACKET FORMAT  
FOR INFORMATION EXCHANGE IN CPS 

BETWEEN THE CONFIGURATIONS GENERATION 
SYSTEM AND THE SMART SENSORS 

Information exchange between the server, i.e. the 
configurations generation system, and the clients, i.e. the 
smart sensors, is performed in both directions. The client 
sends the program and the universal microprocessor and 
RHP characteristics, while the server sends the smart 
sensor configuration. This information makes the packet 
payload. To support connection and keep the 
management information, the packet must include the 
relevant header. Fig. 6 illustrates the packet structure, in 
which information is organized and the information 
exchange protocol operates. 

 
Bit

Client ID Server ID
Session ID

ChecksumHeader lengthTypeVersion
Package number

Reserved

Data

PoPW

0
32
64

128

128
+

96

0-3 8-15 16-314-7

 
 

Fig. 6. Data packet structure for information exchange  
in CPS between the configurations generation system  

and the smart sensor 
 
The packet format involves the following fields: 
Client’s and server identifiers. CPS may include a 

large number of smart sensors. The server that generates 
configurations could also be not one in the system. To 
identify unambiguously both client and server, one has to 
enter identifiers and indicate them in the header of the 
packets that the client and server exchange. 

Session number. This field allows a particular 
streaming thread to be identified. 

Packet serial number. Using this number, one may 
renumber packets in each particular session. In case of a 
loss of this number, a number that must be resent is 
indicated in the serial number field. 

Protocol number. The current version of communi-
cation protocol for computer devices automatic synthesis 
in the RHPs of the CPS smart sensors is indicated in  
this field. 

Packet type. Each packet type (i.e. connection request, 
connection acknowledgement, authentication, configuration 
transfer, packet resending request etc.) has a unique 
identifier assigned by the bit sequence. The information in 
the header fields and the packet data will be treated in a 
different manner depending on the packet identifier. 

Header length. This field defines the packet header 
size in the 4-byte words. 

Checksum. The hash value calculated for the entire 
packet is indicated in this field to control the transmitted 
information integrity. 

Completion percentage. The percentage of information 
transferred from the server to the client and vice versa is 
indicated in this field. 

Data. In this field, the program, RHP and the 
universal microprocessor characteristics, configuration, 
authentication data etc. are indicated depending on the 
packet type and transmission direction. 

Reserved bits. Some bits of the packet are reserved 
for future needs to provide the protocol expandability. 

ІХ. SOFTWARE MEANS FOR REALIZING  
THE PROTOCOL OF INFORMATION  

EXCHANGE IN CPS BETWEEN  
THE CONFIGURATIONS GENERATION  
SYSTEM AND THE SMART SENSORS 

The problems of implementing the software means 
(SM) that realize the protocol developed are considered 
in this Section. The requirements to SM are defined, the 
basic modules and their components are described, and 
the relations between the modules and the module 
components are shown. To demonstrate the SM 
operability and to verify the protocol, the operation of 
one of the functional tests is exhibited. 

A. Determining the Requirements to the Software  
Means of Protocol Realization 

During the communication protocol realization one has 
to ensure its reliable operation and possibility to work with 
all necessary resources by providing it with appropriate 
flexibility. When forming the program interface 
requirements, the peculiarities of the CPS smart sensor 
architecture and the characteristics of the environment it 
will operate in must be taken into account. 

The requirements to the software means of this protocol 
realization could be divided into two groups: the functional 
ones that describe what functions the SM must perform and 
the non-functional ones that describe how the above SM 
must operate and what should be their properties and 
characteristics [37]. The program interface must comply 
with the following functional requirements: 

Realization of information exchange in CPS between 
the configurations generation system and the smart 
sensors for computer devices automatic synthesis in 
RHPs according to the protocol developed. 
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Flexibility. Since CPS can be oriented to a wide 
application range, the program interface should not 
depend on the particular application. 

CPS dynamical structure support. The number and 
composition of the CPS objects that send and receive 
messages may vary dynamically during the CPS 
operation. In such a case, at the change of one object 
state, all other ones dependent of it will be informed 
about this event. 

Data base operation support. There is a necessity to 
store and gain the access to the configuration files, object 
files, RHP characteristics and high-level descriptions of the 
operation algorithms of the specialized computing means. 

The non-functional requirements define most 
frequently the qualitative characteristics of the SM under 
development. Consider the principal ones of them: 

Productivity. 
Accessibility – defines the time of the SM continuous 

operation. 
Reliability – describes the SM behavior in the 

emergency situation (for instance: automatic restart, 
resumption of operation, data storage, important data 
duplication). 

Data storage time. 
Convenient use and support. 
Data security. 
Software means and entire system configurability. 
Besides the aforementioned, the following  

non-functional requirements may be used at the 
development stage: 

Possible component reuse. 
Expandability and granularity. The program 

interface must consist of independent modules, each of 
them performing separate function. Such organization 
will give a possibility of its easy adapting to the changes 
in the CPS structure and to the appearance of the new 
functional requirements. 

Scalability – a possibility of the horizontal and/or 
vertical scaling of system or components. 

Encapsulation – hiding implementation details from 
the client. The clients will not require recompilation at 
the pointer type implementation change. If the dynamic 
library uses the opaque pointers, its modification will not 
result in the binary incompatibility with the applied 
programs [38]. 

Code portability and different hardware platforms 
support. The program interface must operate at different 
hardware platforms and must be compatible with the 
software to be used in different CPS realizations. 

Compatibility with protocols that lay on the lower 
levels of the network model. The program interface must 
provide the information transfer possibility via Internet 
or local network, in particular, the wireless one. 

Using of standard protocols and technologies of 
communication between the system components and 
with external software. 

B. Realization of Some Non-Functional Requirements  
o SM at the Development Stage 

The components reuse may be reached by 
representing them in a form of atomic components. If 
each component has only one purpose that complies with 
the “single responsibility” principle [39], then the 
complex components could be represented as the 
composition of the simpler ones. 

Combining components, the authors used the 
package principle [40]. At that, the components that are 
varying or used simultaneously were combined into the 
modules (libraries). The authors also decided to put into 
the separate modules the file system utilities (file_utils), 
the strings and the JSON format utilities (parsing_utils), 
the part for work with network (network), and the inter-
process communication module (IPC). The protocol 
realization itself is represented in the ota (over the air) 
module. The general structure of the SM modules of 
protocol realization and relations between them are 
shown in Fig. 7. 

To ensure the SM code portability towards the other 
platforms, it is necessary to choose the cross-platform 
programming language. The authors settled on the С++ 
language that belongs to the most common ones of this 
type, allows the advantages of the object-oriented 
programming to be used and supports simultaneously the 
low-level constructions of the C. To simplify 
compilation at different platforms, the CMake (Cross-
Platform Make) [41] – a cross-platform system of the 
program code compilation automation, was used. 
C. Communication Process Basic Components Modeling 

The client, the server, the message, the access point to 
the communication environment and the communication 
environment itself are the basic components of the 
communication process. Below we will show an example 
of the sequence of operations that describes the commu-
nication between the above components: 

at the one end, the client/server creates a message; 
the client/server transmits the message to the access 

point; 
the access point converts the message into the form 

convenient for transmission through the particular 
communication environment; 

the message is transmitted through the communi-
cation environment; 

at the other end, the access point receives the 
message and converts it into the form understandable for 
the server/client; 

the access point notifies the server/client about the 
receipt of a new message. 

The components must be independent and provide 
the possibility of substitution. For example, the access 
point construction depends entirely on the communi-
cation environment. If the TCP/IP protocol is used, it 
may be realized using WinSockets [42] or Berkley 
Sockets [43]. As an alternative, communication 
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according to the SOAP protocol or in a form of the 
HTTP requests is possible. For the test needs, the 
communication environment could be also realized as a 
software in a form of a synchronous message queue. 

Summarizing, it seems expedient to use the 
“dependency injection” principle [44] and the Bridge 
coding pattern [45] to realize the non-functional 
requirements. This will allow one to distinguish 
realization from abstraction and provide a possibility 
to use different communication environments with 
unchanged server-to-client communication logics. To 
provide the system with configurability, we shall use 
the Abstract Factory coding pattern [44]. 

The UML-notation of the ‘message’ component is 
shown in Fig. 8(а). Here id is a unique message 
identifier represented by the 64-bit unsigned integer; 
type is the message type represented by the 
enumeration type; timestamp is the time represented 
by the 64-bit unsigned integer; body is the message 
payload content in a form of a string. 

To provide the flexibility of communication with the 
access point for the client and server the following 
interfaces are realized: 

i_access_provider – the abstraction that allows the 
server or client to send messages via the access point; 

i_access_listener – the abstraction that allows the server 
or client to receive notifications from the access point. 

The UML-notations of these abstractions are shown in 
Fig. 8(b). 

The access point is realized as the class i_access_layer 
abstraction, the UML-notation of which is presented in 
Fig. 8(c). Using the register_access_listener and the 
unregister_access_listener methods, the client and the 
server subscribe and unsubscribe from the access point 
notifications, respectively. 

Combining the above communication process 
components, we create the ota module that implements the 
protocol. Its UML class diagram is presented in Fig. 9. 

The components communication could be presented 
by the relevant UML-diagram (see Fig. 10). 

 

 
 

Fig. 7. General structure of the SM modules of protocol realization and relations between them. 
 

 
 

Fig. 8. UML-notations of: (a) – ‘message’ component, (b) – i_access_listener and i_access_provider abstractions that realize  
the client’s  and the server interfaces, (c) – class i_access_layer abstraction that realizes the access point to  

the communication environment 
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Fig. 9. UML class diagram of the ota module that implements the protocol. 
 

 
 

Fig. 10. UML communication diagram of the components communication process 
 

This diagram illustrates both server and client 
initialization and communication initiation by the server. 
The messages with the 7.1 and 9.1 numbers does not 
belong to the protocol and just demonstrate the data 
transfer via the communication environment, however, 
they are shown in the diagram for the completeness of 
the communication process illustration. 

D. Verification of the Protocol Realization SM 
To verify the software means developed, we shall use 

the positive test created using the GTests [46] – a unit 
testing library for the C++ programming language. The 
test scenario is as follows: 

– creating two communication environments, i.e. the 
server-client and the client-server ones, on the basis of a 
sync queue; 

– creating the server and the dummy client that will 
analyze the server output messages; 

– creating the access points for both the client and the 
server and connecting them by the relevant commu-
nication environments; 

– server registering at the access point; 
– creating the separate flow that will generate the 

client’s messages; 
– executing the flow; 
– comparing the server output messages with expec-

ted ones in the dummy client. 

The results of the test execution reflected in the OS 
Windows command line are presented in Fig. 11. 

 

 
 

Fig. 11. Illustration of the server inner states transitions  
in the process of communication with the client 
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Here, using the logging component, we show the 
transitions of the server inner states according to the 
input messages arrival from the client. In accordance 
with the protocol, the Init state is the server initial state 
after initialization. Then, using the start method, the 
server transits into the wait_for_conn_request state (this 
transition is illustrated in the command line with the 
[DEBUG] Change state: init => wait_for_conn_request 
string appearance). When the server receives a message 
(this is evidenced by appearing the strings [INFO] 
cs_ota::server::on_message_received and [DEBUG] 
Income message – id: 1 type: 1, body:) in the command 
line, the server transits into the Connected state and so 
on according to the protocol. 

Х. CONCLUSIONS 
Based on the methodological and technological 

approaches, namely the method of self-configuring of 
the computer system with reconfigurable logic, the 
Software as a Service model and the Internet of Things 
technology, the method of the computer devices 
automatic synthesis in the RPH of the CPS smart sensors 
has been developed. This method, contrary to the 
available ones, takes into account the specific features  
of automatic generation of the application-specific 
processors soft cores, their compilation and logic 
synthesis, and makes a basis for developing the relevant 
algorithmic base and corresponding software means. 
Summarizing, the proposed method allows the computer 
devices automatic synthesis to be realized as the service 
for the FPGA-based smart sensors of CPS. 

The client-server protocol of information exchange 
between the RHPs of the CPS measuring and computing 
nodes has been developed for the computer devices 
automatic creation in them that, unlike the available 
information exchange protocols, takes into account the 
specific features of the automatic generation of the 
computer device soft cores codes, their compilation and 
logic synthesis, and does not depend on the 
communication environment. In accordance with this 
protocol, the technical requirements for implementation 
have been formulated and the principles of design and 
main algorithms of the program interface operation for 
information exchange between the RHPs of the CPS 
measuring and computing nodes have been developed to 
provide the service on the computer devices automatic 
creation in them. The protocol proposed could be used in 
future not for the computer device automatic creation 
only, but for solving other ‘hot’ CPS-related problems as 
well, because it operates with the abstract notion of 
‘task’ that may me modified depending on the purpose. 

The data packet format that will operate with the 
packets for the computer devices automatic creation in 
the RHPs of the CPS measuring and computing nodes 
has been developed. The use of the above format will 
allow the information related to the smart-sensors 
operation algorithms, FPGAs and their configurations 

etc., to be transmitted by means of a relevant 
communication protocol, whereas the fulfillment of the 
requirements to the program interface that realizes the 
information exchange protocol will ensure its reliable 
operation and will give a possibility to work with any 
necessary resources by providing it with the appropriate 
flexibility. 

The results of the relevant modeling have been 
presented, and the software means for realizing the 
protocol of information exchange between the RHPs of 
the CPS smart sensors for the computer device automatic 
synthesis in them have been implemented and tested. 

The scientific results presented in this paper were 
obtained within the framework of a research project entitled 
“Integration of methods and means of information 
measuring, automation, processing and protection in the 
cyber-physical systems basis” (state registration number 
0115U000446, code: DB/KIBER, project term: 
01.01.2015–31.12.2017) supported financially by the 
Ministry of Education and Science of Ukraine. 
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