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Abstract: The paper is concerned with a method
intended for forecasting e ectric power consumption using
discrete macromodels of daily and annua eectric power
consumption of defined objects. The method provides the
possibility of estimating qualitative characterigtics of
future dectric power consumption based on known prior
data. The procedure of development of a mathematical
macromodd  for the dectric power consumption
forecasting by using the evolution algorithmsis described;
it is based on the discrete autonomous macromode sin the
form of state equations usng “black box” approach. A
discrete autonomous macromodel of annua power
consumption of a real component dement has been
developed as a test example for the proposed technique.
Effectiveness of the discrete equation apparatus
application for power consumption forecasting of eectric
utilities has been eval uated.
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1. Introduction

Electric power consumption forecasting is currently
one of the main research problems in the electric power
industry [3-7]. The grestest interest is attracted by long-
term and mid-term forecasting of the world energy
consumption in general and individual indudtrial objects
in particular. Besides, the problem of power
consumption forecasting has become more complex
during several last years due to the requirements of
scientific and technical progress and impact of
geopoalitical factors.

2. Problem statement

The goal of this research is to evaluate the
effectiveness of the discrete equation apparatus usage
for the purpose of forecasting the power consumption
of electric utilities. In order to ensure uninterruptible
and economical power consumption, it is necessary to
solve the problem of forecasting both short-term
(from one up to seven days) and long-term (annual)
power consumption. This problem remains a topical
issue for the field of electric power engineering [4].

To fulfill the conditions of reliability and
adequacy, the mathematical models developed to pre-
dict power consumption should take into account:

1) background of the system (information about the
state of the system, which predates the modelling
process); 2) changes of astronomical factors (fluctuations
of the light part of a 24-hour period) causing variations
of the agronomical part of the dectricd load; 3) influence
of externa factors and atmospheric phenomeng;
4) influence of seasona network load fluctuations and
work day duration; 5) structural changes in the industrial
load; 6) social and palitical factors.

There are many techniques intended for the load
forecasting [6], namely:

1) time series models where the load is modelled as a
function of its previoudy registered values. These
models include multiplicative autoregressive, dynamic
linear or non-linear models, threshold autoregressive
models [5] and those based on the Kalman filters[7];

2) cause-consequence models where the load is
modelled as a function of some exogenous factors (based
on Box-Jenkins transfer functions, optimization models
and mode s with non-parametric regression) [6, 8].

In spite of many types of mathematicl models
applicable to the solution of the problem dated, the most
popular ones are the linear regresson modeds and those
allowing for the load to be divided into the basic (regular)
and dependent on the weather parts. Nevertheess, they are
mainly linear modes, while the load series are nonlinear
functions of external variables. The research [4] presents
the technique of a hierarchical multifactor modd of the
electric load intended for enhancing the effectiveness of
short-term forecasting. This modd contributes to more
correct consderation of the influence of astronomical and
meteorological factors. In recent years owing to the
development of the theory of artificid intdlect, the
problem of power consumption can be solved using
mode s based on neura networks and fuzzy logic [4].

3. Mathematical model

Mathematical macromodelling employing discrete
autonomous macromodels in the form of state equations
using the “black box” approach can become an
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alternative way to solve the stated problem. Such a type
of mathematical macromodels can be developed based
on the registered characterigics of power consumption
using homogeneous differential or finite-difference state
equations in the following form [1-3]:
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where X isthe state variables vector, i/ is the vector of

output variables; f(>) é(>) are some vector-functions.
Solution of equations (1, 2) totally depends on the
initid values of the gtate variablesk(O) = 5(0 . Hence, these

initid values of the state variables can be interpreted as
some disturbances causing a uniquely determined dynamic
process X(t) or x() on the basis of which it is possible to
identify parameters and a dructure of the corresponding
systems of equations (1) or (2). Such a dynamic system can
be consdered as a mathematical model (an autonomous
macromodd) suitable for the forecagting of dynamic
processes caused by a certain initiad dae of the
corresponding dynamic system. Nevertheless, gtability of
the system parameters with repect to time conditutes a
necessary condition for calculation.

The examples of scientific and technical problems
for which the proposed approach to forecasting time
characteristics is useful, can be found in different fields
of science, technology, and economy. The mathematical
modeling approach proposed above can be named
autonomous macromodelling and the corresponding
models can be named autonomous macromodels. It
should be noted that it is not necessary for macromodels
of (1) and (2) type to satisfy the stability conditions.
Moreover, in many cases, this condition cannot lead to
the adequate forecasting. This feature restricts the time
period when the prediction of the dynamic system
behavior is a certain fact. Therefore, autonomous macro-
models are especially effective in cases where the state
variables of the system under research have a periodic or
quasi-periodic nature (for example, it can be the fore-
casting of fuel-economic indicators during the year).

Another feature of the autonomous macromodelling
is the ability to refine the forecasting results with the
additional information received in subseguent time
points. This peculiarity stems from the need to determine
the initial state of the modeled object to predict the
dynamic processes. With new data available, it could be
possible to clarify the initial state of the modelled object
based on the forecasting results that are more adequate.

Let us consider a case when the initial value of the
state variables has a non-zero value. The form of the
macromodel description can be written down using the
following equation:

,[X(k+1) — prw +F( ®) l’(k))

(k+1) (k+1) (3)
Y09 = X

The initia state of the modelled object is described

. r
by a zero discrete of the state variable vector x(o).
Therefore, the components of this vector should be

added to a set of unknown coefficients of the moddl | .

But it isimpossible to introduce the vector >r<(°) into the
set of the model parameters because for each dynamic
process we will have the independent value x© . In
order to take this fact into account, it is necessary to split
the vector of unknown coefficients II into two parts. The
first part contains coefficients equal for all processes.
The second part contains an independent set of elements
of the vector x© for each process that leads to the
increasing of unknown number of coefficients and
complicates the optimization procedure.

Using the proposed macromodel causes the problem
of defining a zero discrete of the vector x as the com-
ponents of this vector, as a rule, are not measured
directly during field tests but are defined using some
values of the output elements )'/ In generd, it means
that it is necessary to find some linear or nonlinear
dependence of the vector x(© asa function of the expe-
rimentally measured values )'/ Particularly, for the
forecasting tasks, this dependence can be built as a
function of several first discretes of output values:

10 = ({,(1), ve, {,(l)) (4)

where | isthe number of discretes used for searching a
zero discrete of the vector x .

The optimization approach, owing to its universa-
lity, to the form of macromode representation is quite
suitable for searching those additional dependencies. In
fact, it means that the e ements of the vector X( 0) added

to the set of unknown coefficients I should be
substituted by the coefficients from the equation (4), i.e.
this expression should be introduced into the model. If
the model is represented by the equation (3), we obtain:

i xet) = L) +ci:>(>l;(k))
i §< T (5)
' T r r
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An aternative approach to the identification
procedure of the dependence (4) is a search for the

optimal vector X( 9 for the available values of y This

makes it possible to find the optimal initial value of the
state variable vector based on actually available data but
not the previoudy defined set. With new data being

provided, values of the vector >r<(0) are defined more
accurately by using optimization procedures [1] where
X is the vector of unknown values. The calculation of
the goal function is carried out using the available values
of the vector )'/ the moddl and its coefficients being

unchanged.

3. Tet example of
forecasting

A discrete autonomous macromodel of power
consumption of Kyivenergo in 2007 has been created as
a test example of the proposed technique. The root-
mean-square error of the macromodel devel oped is equal
to 6 %. Fig. 1 depicts the curves of actual annual power
consumption and those obtained by the macromodel. The
developed macromodel (6) has 19 non-zero coefficients,
4 components of the state variables vector and square
non-linearity (Formula 6).

As the process of development of that macromodel
has shown, the optimization approach can be effectively
used for the autonomous macromodelling. In spite of the
presence of a considerable level of noisein theregistered
input data caused by random factors, the adequacy of
emulation of output data by using the developed
macromodel is quite high while the procedure of
transient process modelling is rather complicated.

the power consumption

47
1% =0,6166%") +0.8%,"
%Y =1.000") - 77940 % % % -
i - 7.6X0 3% %,®
i'>r<3(k*1) =0.3335%,) +1.22X0 ( (k >)2 9
ﬁiﬁ . 0.1292%,4 %X +0.4745%, () % 4 ’
i %, = 0.8100%) +0.6491%, -
::: - 0.2054x2( )xs(k)
§ 909 2 0425 +1.474%0) + 087774,
a2 0.25 0
where X9 = é_ 21L44§7:
£0.215 4

It should be mentioned that the periodical process
caused by weekly variations of power consumption is
inherent in the process of annual consumption.
Therefore, the proposed approach can be used for the
development of real autonomous object models and
forecasting of their characterigtics.

4. Conclusions

Given the obtained forecating results for the test
example of power consumption of a red object and
comparing them with the results obtained in the process of
approximaions it is posshle to make a conduson
concerning the efficiency of the approach proposed. At the
same time, usng forecaging together with macromodelling
makes the process of consdering the random factors more
complex that isimportant for the short-term forecagting.
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Fig. 1. Actual annual power consumption and its emulation by the devel oped macromode.
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3ACTOCYBAHHA JTUCKPETHHUX
MAKPOMOEJEA N1
IMPOI'HO3YBAHHSA
EHEPI'OCIIO’)KUBAHHA OF’ €EKTIB
EJIEKTPOEHEPTETUYHUX CUCTEM

IIetpo Craxis, IOpiii Ko3zak, Oxcana I'oroniokx

3anpornoHOBaHO MeETOJ IIPOrHO3YBaHHsA J000BOro Ta
PIUHOrO CIIO)XKMBaHHS €JIEKTPOCHEPril BU3HAUCHUX 00 €KTIB 3
BUKOPHUCTaHHSM JICKPETHUX MaKpOMOJeNeH, KU Jlae 3Mory
OL[IHIOBATH [MHAMIKY CIIO)KUBAHHS EIEKTPUYHOI eHeprii y
MaifOyTHBOMY Ha OCHOBI BIJIOMHX IIONEpPENHIX JAHUX.
OmnucaHo nporeaypy NoOyI0BH MOJIENi Ha OCHOBI TUCKPETHHX
aBTOHOMHHMX MAaKpOMOZEJICH y BHUIJIALL “4YOpPHOI CKPUHBKH'
JUIS IPOrHO3YBAHHS €HEPrOCHOXKHUBAHHA 3 BUKOPUCTAHHAM

EBONIOIIHOrO  MiAXOmMy U1  KOHKPETHHX 00’ €KTiB.
[ToOynoBaHO IWCKPETHY aBTOHOMHY MAakKpOMOJENb PidHOro
€HEProClOKUBAHHA DPEAIbHOro 00'€KTy 3a OOMH DpIK K
MIepEBiPKY 3aIPOIIOHOBAHOrO migxoxy. OiHeHO e(eKTHBHICTD
BUKOPUCTAHHS amapary [JUCKPETHUX PIBHSHb CTaHy JUIs
MIPOrHO3YBAaHHS €HEPrOCIIOKUBAHHS 00’ €KTiB €HEPreTHKH.
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