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Abgract. The article deds with the method of
resolving inverse problems of dynamics of nonlinear
dynamical objects described by the Volterra series. As
an example the case of the Volterra series with two
members has been considered. The proposed approach is
based on the quadrature method. As aresult the methods
of resolving of Volterra polynominal integral equation of
the first kind and second degree based on the left
rectangle method and trapezoidal method were
developed. Based on the offered approach, the software
for restoration of signals of nonlinear dynamical objects
was developed in the Matlab environment. The
effectiveness of the means has been investigated in the
course of the series of computing experiments including
the possibility of their application while noise is
superimposed on the input signal. Computational errors
significantly depend on the type of the input signal, in
particular for smooth signals the errors vary from 1 % to
5 % and with 10 % of superimposadnoise —to 15 %.

Thus, the results of computing experiments have
shown that the proposed method can be effectively used
in the restoration of input signals of nonlinear dynamical
systems described by the integro-powerVolterra series
with two members.

Key words the inverse problem, Volterra series,
guadrature method, Volterra integral egquation of the first
kind.

1. Introduction

In solving many physical and technologica
problems, the necessity of solving inverse problems
occurs. All general inverse problems regardless of
physical processes or technical systems can be divided
into three classes. inverse problems arising during the
diagnosis and identification of physical processes,
inverse problems arising during the design of technical
objects; inverse problems arising during the control of
processes and objects[1, 2, 3].

A universal approach to the development of
mathematical models of non-linear dynamical systems of
“black box” type is the representation of the response of

the system to externa influence in the form of the
integro-power Volterraseries[4, 5, 6, 7]:

y(t) = t()Kl(t, s)x(s)ds+
tt ° 1)
+00K2 (L, 51, ) X(S)X(Sp)dsids; + ..,

00

where x(t), y(t) are correspondingly input and output
signals of an object, tis trandent time, K; (t;,K,t;) are
Volterrakernds.

Solving inverse problems leads to the Volterra
polynomial integral equations of the first kind (1).
Currently, no effective methods and means for solving
such a class of eguations exist. That is why the
improvement of existing methods and the development
of new ones for solving the Volterra integral equations
of thefirst kind is so essential.

2. The purpose of theresearch

The purpose of this paper is to devel op a method for
solving inverse problems of dynamics of non-linear
dynamical objects by solving the Volterra polynomial
integral equations of the first kind.

3. Task definition

The problem of controlling a nonlinear sysem which
consds in the determination of input influence X(t)
corresponding with desired responsey(t) is consdered [ 3].

It is proposed to solve the posed task by the
replacement of integrals in (1) with a quadrature formula.
This operation provides a number of advantages in
particular, the smplicity of implementation and high
gahility of computational agorithms owing to quadrature
step regulating properties[8].

This method is considered to be applied to solving
the Volterra polynomia integral equation of the first
kind and second degree:

t
y(t) = oKy (t,s)x(s)ds+
0

2
tt
+00K2 (1,5, S) X(5)X(s,)ds s,

00
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4. L eft rectangle method
By applying the quadrature method to (2), the integral

t
oK (t,s)x(s)ds being approximated by the trapezoida
0

tt

method, and double integrd  ooKs (t, 5, $)X(5)X(Sp ) dsids,
00

by the left rectangle method, the following recurrence

equation is obtained for x(t;):

1

x(ti):ge—;hKl(ti,ti)g

2 )- Halito)xlto) B )y)- @

]—1
i-1i0-1 )
o o 2
- & & Ky (.t )x(t ) x(tg) %,
j=0g=0 2
where i =1.n, h=t - t_;. The value in point ty is
obtained after differentiation (2) in respect with t . Thus,
LqK,(t,s
ta( ) — l( )

+t\t\ﬂK2( !S_L!SZ)
OO— ==
00 it

O—r——>X(s)ds+ Ky (t,5)x(t) +
X(s)x(sp)dsyds, + (4)

t t
+oKao(t 5, 1)x(5)ds, + 0K (1,8, ) X(s;)dsy,

0 0

whereat t =0 i K;(0,0)* 0

b
o) = Kﬁi(o t)o)

5. Trapezoidal method
By applying the trapezoida method to (1), we obtain:

y(t) :% hi (6. ) x(t) + ;é:llhKl(ti )+

1 1
+— hKl(tI ,to) X(to) +Z h2K2 (tl ,to,to) X(to) X(to) +

(5)

h2 ° (Kz(twto t )+K2(ti,tj,yto))x(tO)X(tj)-F

+h2ﬁ1;1_1K2( it ,tg)x(tj)x(tg)+ (6)

+20(K t.410) + Ko (10,4 X(t0) X(5) +
+%h2i§(K2(ti ,ti',tj)+K2(ti ,tj',ti))x(tj)x(ti )+
+?11 h2Ka (848 ) x(5) x(t).

h=t-t_,. Let us rewrite (6) by
grouping summands for the unknown quantity x(t; ) :

where i:ﬁ,

y(t) :%hZKZ(ti Bt ) x(t) x(4) +

Ka (84,0 5)+ Kz (tt,08)) x(t) ) +
5 i-1
+%hK1(ti,ti)%X(ti)+jé;lhKl(ti,tj)x(tj)+ (7

+1h|<1(ti ,to)x(to)+1h2|<2(ti to.t0) X(to) x(to) +

+2h2 2 (Kz(t.,to g )+ Kz(t,,tJ 'tO))X(tO)X(tj)+

+h2|al Ial Kz(t|,tj t ) (tj)X(tg)v
j=1g=1

Let’s introduce a notation:

:%hZKZ(ti,ti',ti), (8)

B:%hZ(KZ(ti Buto) +Ka (bt ) X(to) +
. 9)

+%h2jé:1(K2(ti,ti’,t )+ Ko (6.5, q)) X(t; )+ hKq (8,4,

i-1
G = 51hK1(ti'tj)X(tj)+
J:

1 1.5
+§hK1(tivto)X(to)+Zh K (t.to.to) X(to) X(to) +
1 -i-1 (10)
+Eh2 él(Kz(ti,tO’,tj)+K2(ti,tj’,to))x(to)x(tj)+

J:
i-1i-1
+h? & & Kottt ) x(t ) x(tg)
j=1g=1
Then, taking into consideration notions (8)—10), (7)
can be represented as follows:

AX?+Bx +G =0. (12)
The vaue x(t) is caculated by formula (5). n

guadratic equations (11) are calculated sequentially with
the use of the iterative method, where the root of the
previous equation is taken asan initial estimate.

6. Softwar e implementation of the technique
Based on the proposed algorithms in the
environment of Matlab, software for restoration of
signals was developed and represented in the form of
two functionsinvvolterraseries2l and invvolterraseries2t.
x=invwolterasariex?l(kenyth) is the fundion for
solving the Volterra polynomid integral equation of the first
type and second degree based on thel eft rectangle method.
x=invwolterrasarie2t(kern,y,th) is the fundion for
solving the Volterra polynomid integral equation of the first
type and second degree based on the trapezoidd method,
where kern are kernelsin the Valterra series which are set as
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the array of functions; yis a vector of function value
y(t); tisavector of values of time variablest; hisa
modelling step.

7. Computational experiment

Let's consider a non-linear dynamica object
described by the following mathematical modd :

L
bt " (12)
ty=u+u?

Model (12) is represented in the form of block
diagram (Fig. 1).

*(0) L | ¥

u+il + —

\ 4

p+1

Fig. 1. Block diagram of the moddl (12).

By means of model equivalent transformations (12)
[9] the modd in the form of integro-power Volterra
seriesis obtained:

y(t) = t(‘)Kl(s)x(t - s)ds+
0

(13)
tt

+00Kz (s1,52) x(t - 51) x(t - s,) dsyds,,
00

wherefirst-order kernd is:

second-order kerndl is:

K2 (S_l_' 52) = e- (S!I_"'SZ)
Applying the compression theorem to (13), we will
obtain the Volterra polynomial integral equation of the
first kind and second degree with different kernds:

y(t) = t()Kl(t - 5)x(s)ds+
0 (14)

tt
+C?C?K2(t- s.t- 5)x(s) x(sp) dsyds,.

With the use of the designed software, a number of
computing experiments on signals restoration were
carried out.

Expeariment No.1. In Fig. 2 the input sgnd fed during
the expeiment and output dgnd ae pressted. The
application of the proposed method allowed obtaining the
resored dgnd shown in Fg. 3, a, and redoration eror
shownin Fg. 3, b. Thetest Sgnd was dso consdered with a
10 % of superimposad noise, and the result of its retoration
isshowninFHg. 4.

10 100
8 80 f
6 60 f
> >
41 40|
2t 20t
0 0
0 2 4 6 8 10
t t
a b
Fig. 2. Experiment No. 1: a) input signal No. 1; b) output signal No. 1.
10 0.01
8r 0.008
6r 0.006
% 4
4r 0.004
27 0.002
0 . 0 ]
0 2 4 6 8 10 0 2 4 6 8 10

Fig. 3. Results of experiment No. 1. a —restored signal No. 1; b —restoration error No. 1.
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Fig. 4. Results of experiment No. 1 with superimposed noise:
a —regtored signal No. 1; b —restoration error No. 1.

Experiment No 2. In fig. 5 the input and output signals are presented. Restored signa is shown in Fig. 6, a, restoration
error isshown in Fig. 6, b. Theresult of Sgnal restoration in case of 10 % noise superimposing isshown in Fig. 7.

4 . . . . 20
3 15
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0 L 0
0 2 4 6 8 10

t t
a b

Fig. 5. Experiment No. 2:
a —input signal No. 2; b —output signal No. 2.
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Fig. 6. Results of experiment No. 2:
a —restored signal No.2; b —restoration error No. 2.
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Fig. 7. Results of experiment No. 2 with superimposed noise
a —restored signal No. 2; b —restoration error No. 2.

Experiment No. 3. Within the experiment, a sinusoidal signal was fed to the system (Fig. 8). Using devel oped
software, the restored signal shown in Fig. 9, a and restoration error shown in Fig. 9, b were obtained. The result of
restoration in case of 10 % of superimposed noiseis shown in Fig. 10.
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0 2 4 6 8 10
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a b

Fig. 8. Experiment No. 3:
a —input signal No. 3; b—output signal No. 3.
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Fig. 9. Results of experiment No. 3:
a —restored signal No. 3; b —restoration error No. 3.
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Fig. 10. Results of experiment No. 3 with superimposed noise;
a —restored signal No. 3; b —restoration error No. 3.

Experiment No. 4. Within the experiment, a unit step signal was fed to the system (Fig. 11). With the use of the
developed software, the restored signal shown in Fig. 12, a and restoration error shown in Fig. 12, b were obtained.
Theresult of restoration and the error in case of 10 % noise superimposing are shown in fig.13.

1 . ' , T 2
08 15l
06}
x > 17
04}
05|
02}
1 O *
0 0 2 4 6 8 10
0 2 4 6 8 10 ¢
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Fig. 11. Experiment No. 4:
a —input signal No. 4; b —output signal No. 4.
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Fig. 12. Results of experiment No. 4:
a —+estores signal No. 4; b —restoration error No. 4.
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Fig. 13. Results of experiment No. 4 with superimposed noise: a —restored signal No. 4; b —restoration error No. 4.

Conclusion

The results of the research have shown that the
propased method can be effectively used for the restoration
of input signals of nonlinear dynamical systems described
by the integro-power Volterra series with two members,
Further studies will be applied to develop methods and
algorithms for restoring the input signals of nonlinear
dynamica systems described by the integro-power Volterra
series with any number of members.
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PO3B’' siI3YBAHHSA OBEPHEHUX 3ATAY
JIAHAMIKH HEJITHIMHUX OB’ EKTIB
HA OCHOBI PAAIB BOJIbTEPPU

Biraniit [Banrok, Banum Iloneninok, [Ixo CtepreH

PosristHyTO MeTon po3B’si3yBaHHS OOEpHEHWX 3a/1ady
IUHAMIKK ~ HEMHIMHUX  AWHAMIYHAX 00 €KTIB,  fKi
OIKCYIOThCS psiiaMu Bonbreppu. Sk npukiazn posrisiHyTo
BUIAJOK psiay Bombreppu 3 nBoMa wieHamu. 3amporio-
HOBaHHMI MiJIXiJ] IPYHTYETHCS HA KBaJpaTypHOMY MeToai. Y
pe3yabTaTi pO3pOOJICHO METOMU PO3B'A3YBAHHS IIOJIHO-
MiaJIbBHUX 1HTErpajbHUX piBHAHb Bonbreppu I pomy 2-ro
CTEeleHsT Ha OCHOBI METONy JIBUX NPSIMOKYTHHKIB Ta
MeTony Tpanewid. Ha OCHOBI 3alpONOHOBaHOrO ITIXOMY
po3pobIteHo mporpamMHi 3acobuB cepenopuit Matlab ms
BI/JIHOBJIEHHSI CUTHAIIB HEJIIHIMHUX JIMHAMIYHUX 00 €KTIB.
EdexruBHicTh 3ac00iB JOCITIKEHO HA psml  0OUHMCITIO-
BaJIBHUX EKCIIEPHMEHTIB, 30KpeMa JIOCHiHKYBAIACh MOXIIU-
BiCTh X 3aCTOCYBaHHS B pa3i HaklaJaHHI MIyMy Ha
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BXiHUI CUTHAI. [IOXMOKM OOYMCIICHh 3HAYHOIO MipOIO
3aIeKaTh BiJ THIy BXIiJHOTO CHUTHAly, 30KpeMa Ui
INIAIKUX CUTHAJIIB ITOXUOKU KoinuBaroThes Bix 1 % no 5 %,
a 13 HakTagaHesaM 10 % mymy — o 15 %.

Omxe, pe3yiIbTaTd OOYUCITIOBAILHUX CKCICPUMCHTIB

TMOKa3aJIH, [0 3aIPOIOHOBAHMNA METON MOXKHA e(heKTUBHO
BUKOPUCTOBYBATH JUIA BIJHOBJICHHS BXITHHUX CHIHAJIIB
HEJTIHIMHUX TUHAMIYHUAX CHCTEM, SIKI OIUCYIOThCS IHTErPO-
CTETCHEBUM PsiZioM BonsTeppu 13 1BOMa YiieHAMHU.
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