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3 BUKOpUCTaHHSIM aNropuTMy ONTUMI3allil Opi€HTaLlii eIeMEHTIB MOKPALIAIocs 3HaU€HHs KpUTepito
Ul KOHCTPYKTHBIB B Mexkax A0 5 %. Lleii anroputM Moxke e(eKTUBHO BHUKOPHUCTOBYBAaTHCH JJIsl
onTuMi3alii po3MillleHHs! pi3HOrabapuTHUX €IEMEHTIB.

EdexTBHUM Tako)k € BUKOPHUCTaHHS LIbOTO alrOpUTMY B KOMOiHOBAaHOMY MO€AHAHHI 3 iHLIMMH
aNropyuTMaMM ONnTUMizauii. B poMy BUMagKy 3acToCyBaHHS LbOTO ajrOPUTMY Ha JESIKOMY MPOMiIXKHOMY
eTamni J1a€ MOMJIMBICTb COPMYBATH Kpalle PO3MILLEHHS, ke Ha HACTYMHOMY eTarli Oyne 0a30BUM is
IHIIMX ONTUMIi3alifHUX aNropuTMiB (HaNpUKJIa, JJIs aITOPUTMY CKaHyBaJlbHOT 00J1acTi).
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Po3rasinyTro rereporeHHy cnaiik-HeHpPOHHY Mepe:Ky 3 peleNTOPHHMH Ta pajiaJbHoO-
0azucHMMH HelpoHaMH B 3a4avi KkJjactepu3anii. 3anponoHoBaHO aJaNTHBHMI AJropuT™M
HABYaHHS Ha ocHoBi mpaBmja I'e60a. HaBeneni pe3yabTaTH ekcmepHMeHTYy, HI0 OyJd
OTpHMaHi miJ yac 00poOKH CyNIyTHHKOBOTO 300paKeHH.

Heterogeneous spiking neural network with receptive and radial-basis function neurons
in clustering problem is considered. Adaptive learning algorithm based on the Hebbian rule is
proposed. Results achieved in experiment on satellite image processing are presented.

Introduction

Nowadays clustering, or unsupervised classification task, is the one of the challenging problems of
Data Mining and Exploratory Data Analysis. There exists a variety of approaches to solve it. One of the
most advanced and well-known of them is applying of Computational Intelligence methods [1] such as
artificial neural networks (self-organizing maps, ART networks, BSB models) [2] and fuzzy clustering
methods [3, 4].

Last ten years new, the third generation of artificial neural networks [5—7], commonly known as
spiking neural networks, has appeared and has been evolving. It was shown that spiking neural networks
(SNN) operate in a biologically plausible way. They are computationally more powerful over conventional
artificial neural networks (ANN) when solving common Data Mining and Exploratory Analysis tasks.
Compared to ANNs with sigmoidal transfer functions, SNNs also require less number of neurons to
process data effectively [6, 8].
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The main difference of SNN against ANN is input data encoding method. If one compares
generations of neural networks in scope of automatic control theory [9], ANN can be treated as nonlinear
pulse-amplitude systems, while SNN can be treated as time-pulse systems that transmit and transform data
in successive impulses, or spikes.

Spiking neural networks can be applied to solve clustering problem [10-12]. They are capable of
performing rapid and effective processing of complex and high dimensional data, for example sufficiently
complex images. But it should be noted that since SNNs are on the initial stage of their development, the
number of known architectures and learning (including unsupervised learning) algorithms is not large
enough. In this paper architecture of multilayered heterogeneous spiking neural network in clustering
problem with arbitrary complex shapes of classes is proposed.

Heterogeneous spiking neural network architecture

Architecture of the self-learning multilayered spiking neural network for clustering is shown on fig. 1.
Evidently it is heterogeneous feed-forward neural network with lateral connections in the output layer.

Fig. 1. Heterogeneous spiking neural network
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The first hidden layer is designed for encoding input analog signak 1, 2, ..., n, previously
converted so that 8 x < 1, to spike (pulse) trains where two any spikes are distinguished by their firing
rate. It is the layer where pulse-amplitude signal are transformed into time-pulsed form. A population
coding [11, 13-15] is implemented in the proposed SNN architecture to increase accuracy of clustering.
Population encoding scheme implies that a signal is processed by a set of receptive neurons at the sam
time. The set consists bfreceptive neuronBN;, | = 1, 2, ..., h. As a rule their activation functions are
shifted, overlapped, and bell-shaped (Gaussians usually).

Firing timet; of spike produced by receptive neu®N; depends on distance between center of the
neuron and the-th component of input signal: the nearer it is to center, the early the neuron emits spike.

The second hidden layer consistsnofcompartmental spiking neuro®\ [10, 16] (fig. 2) with
complex synapses. Each complex synapse includes parallel subsynapses with various axonal time delay:
&, p=1,2,...,q, %d"*>0.

A spiking neuron hasn inputs, each of them corresponds to complex syne&eformed byq
subsynapsesA subsynapse consists of parallel connected post-synaptic potential skgggrand
weights w’;. Weights are adjustable parameters in the architecture of SNN. Having a spike with firing
time §; on the lith input, subsynapse generates post-synaptic potential

el (O =e(t—t; —dP), 1)
Where
t t
o) =4 TP 1120 @
0t<-0,

T is a time constant, its value can be obtained empirically.
The complex subsynapse output is described by following expression

q
U ji (t)=ZWﬁi g(t—t; —dP), (3)
p=1
and the output of the whole compartmental spiking neuron is
n h ¢
uj )= > wh e(t-t —dP). (4)
i=11=1p=1

It is notable that the compartmental spiking neuron architecture is the same as the neo-fuzzy-neuron
one [17-12], and the complex synapse is the same as the nonlinear synapse while they are designed fo
vastly different purposes.

The output layer of SNN includes m conventional radial-basis function neurons RBN2, ..., m
and the center of each radial-basis multidimensional functien(c, Gy, ..., G,)' matches to the vector-
prototype of corresponding cluster. Radial-basis function neurons of the output layer are connected by
lateral connection implementing the “winner-takes-all” mechanism. Such scheme is meant to determine
membership of an input pattemik) to a certain cluster identically to self-organizing map clustering
scheme.

Mean delay from input to output is considered [10] to determine coordinates of radial-basis function
neurons centers in the output layer. It is computed according to the expression

>

dj =3P j=12,.m,i=12.7 5)
2. 2. Wji
1=1p=1
On the next step centers are calculated on the base of expression (5)
Cji = dji —miin{ dji [1<i<n, (6)
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and they are assign to bell-shaped activation functions (multidimensional Gaussians typically)
¢;(lu-¢ |f o) of neurons in the output layer

u-g If
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Fig. 2. Compartmental spiking neuron
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When clustering the neuron that has the largest firing rate is considered a “winner” and only it emits
output signaly; indicating membership of the input pattern tojttie cluster.

Spiking neural network learning

Unsupervised learning of spiking neural network is usually based on the Hebb rule that is following

wh (k+1) = wh (K)+ 7, (K) L(AL; ) = ,..(k)+nw<k)«1+ﬁ)expL B), o
%Inﬁ
1+

wherek is the current epochy, is a learning ratey, 3, v — shape parameters of partial derivative of the
learning criterion with respect to the adjustable variable (offset, shift, and width respectivglig,a
firing time delay of thg-th spiking neuron when it gets a spike from théh receptive neuron with
corresponding delay of thgeth subsynapse:

Aty =t +dP — 9)
t; is a firing time of thd-th receptive neuron for tHeth component of input signal! is a time delay of
thep-th subsynapsé,is fiting time of the postsynaptic neuron.

Function L(-) is set to provide the following rule: subsynapses which contributed to the neuron-
winner’'s firing are strengthened and synapses which did not contribute are weakened during learning.
Thus, weights are adjusted the way to move the center of the corresponding radial-basis function neuron
nearer to input pattern.

After synaptic weights\’; have been adjusted, centers of radial-basis functions in the output layer
can be calculated according to expression (6). In case when data processing is performed in real time,
values of centers are calculated on the base of values of current wéjgR)sobtained according to (8):

h 9
2.2, i (R

d” (K) = |:1h L ,j=12,..m,i=12,..n (20)
2.2, Wi (P)
1=1 p=1
Cji (K) = dj —min{d; (R|1< i< 1, (11)
and then they must be smoothed according to the Kohonen self-learning rule
Cj(k+1) =7 (K+n: (K(g(R-"¢(h), (12)

where cj (k+1)is a smoothed value of radial-basis function of jtle neuron on thek-th epoch of
processingy. is a learning rate, it is usually set to satisfy the conditions of Dvoretsky.

Example of Image Clustering

Spiking neural network was tested on the color satellite image of 841x542 size (fig. 3).

Trained set contained a half of all pixels that had been chosen randomly. RGB-entry of each pixel
was used as input. The network had 3 receptive fields for each input coordinate and 5 radial-basis neurons
in the output layer. Self-organizing map was run over the same train set to compare its performance with
SNN'’s one. Each cluster was assigned to shades of gray to visualize obtained results (fig. 4). The results
were obtained on the 4th epoch by SNN and on the 50th epoch by self-organizing map.

Thus, proposed SNN requires at least by an order of smaller number of epochs than self-organizing
map requires.
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Fig 3. Satellite image of Svoboda Sq., Kharkiv City

Fig 4. Left-to-right: the satellite image clustered by SNN and by self-organizing map
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Conclusions

Architecture and unsupervised learning algorithm of SNN that provides sufficiently rapid data
processing of high quality is considered. The spiking neural network is produced in a biologically plausible
way and thus it differs from the data processing scheme of conventional artificial neural networks.
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