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The paper describes method allowing predicting solution time of finite element analysis.
The method is based on statistical data and computational complexity of software algorithms.
Key words: FEM, CAE, computational complexity, solution time.

Onucano MeTo, 10 JAa€ 3MOry MPOTrHO3yBATH YaC BUKOHAHHA CKiHYE€HHO-eJIEMEHTHOI0
a”Haxizy. MeToJ OCHOBAHMI HA CTATUCTHYHMX JAHUX i CKJIATHOCTI 00YMCIEHHSI MPOTrPaAMHO-
peanizoBaHUX AJITOPUTMIB.

KarouoBi ciaoBa: ckinyenHo-ejaementHuii anaiiz, CAE, ckaamuict, 004mMcieHHs, 4ac
pilIleHHS.

1. Demand for solution time prediction

Nowadays FEM is the most widely used method for the analysis of physical problems described by
differential equations. Its main advantages are the high flexibility and versatility, which makes its use for
solving a variety of physical problems. On the other hand, the method takes a lot computing resources.
And the more accurate results are needed, the more resources are required. Engineers always need to
balance between accuracy and reasonable solution time.

The article describes methods that allow one to predict how much time will be spent on the solution
by FEM. With these data engineer can decide whether to continue the solution of the problem, or to return
to the configuration of analysis so the solution be obtained within a reasonable time.

2. The principle of solution time prediction
The presented method for FEM solution time prediction is based on two components. known
computational complexity of the solution algorithm; and collection of statistical data of solved of tasks.
Computational complexity is presented in the form of O-notation. Substituting specific values in its
expression we abtain a humber that we call coefficient of complexity. Solution time of task is almost
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proportional to complexity coefficient. This coefficient allows us to compare the complexity of different
tasks. By this coefficient is searched the most close task from the statistics database. This task called basic
sample. Now having time of solving the basic sample, we can make a start of predicting the solution timing
of current task.

3. Deter mining computational complexity of the algorithm

The computational complexity function in some cases can be determined accurately, but in our case
is not necessary. We use complexity function for comparison of tasks complexities. Mathematical notation,
which allows to reject details of the algorithm analysis, is called asymptotic notation and is denoted by
O(f(N)). When increasing the size of the input data, the contribution of constant factors and terms of lower
order, which appear in the expression, is quite small for the exact solution time. Therefore we don’'t take it
into account.

In the paper we predict the solution time of FEM in which for solving of algebraic equations using a
Gaussian Elimination. As shown below, the main part of FEM solution time actually falls on the solution
of equations. Detailed description of evaluation of computational complexity for study programs presented
in[1].

Full expression of the computational complexity of the study program represented in eg. 1, where
E — the number of elements in the finite element mesh, N — number of nodes in the mesh, W — width of
banded matrix. The whole expression reduced to the member O(NW)?, which represents the complexity of
solving algebraic equations by the direct Gaussian Elimination method. Actually this expression we will
use for determining the complexity coefficient.

O(E)+ O(NW)+O(NWF)+ O(NW) = O(NW) 1)
4. Database of solutions time statistics

The subsystem saves statistics of conducted analyses. This data is the basis for the prediction of
solution time of following problems. The database stores the values for the so-called basic examples, the
complexity of which is different, and is distributed according to a certain law. Database of statistics saves a
pairs of two numbers for each basic example. Thefirst number —a complexity coefficient derived from the
function complexity NW?, in which substituted the specific values of the arguments obtained from the
properties of the constructed finite dement mesh. The second number — a time spent for solving the
problem (in milliseconds).

Table 1
Predicted solution time
Ne N W texp, sec | tpre sec 9, %
1 251001 502 536.42 546.93 1.92
2 75 651 502 165.20 164.84 0.22
3 38 160 361 43.00 basis
4 27 391 302 14.35 21.60 50.52
5 7 360 161 1.12 1.65 47.32
Table 2
Predicted solution time
Ne N W texp,sec | tpre sec 9, %
1 251001 502 536.42 363.34 32.27
2 75 651 502 165.20 109.51 33.71
3 38 160 361 43.00 28.56 33.58
4 27 391 302 14.35 Basis
5 7 360 161 1.12 1.10 1.79
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As mentioned earlier, O-notation does not include terms of the lower orders, since their impact at big
input data becomes insignificant. Therefore for small tasks solution time evaluation is less accurate, because
theregjected terms have greater influence, and for large tasks the accuracy of evaluation significantly grows as
the impact of the rejected terms are inappreciable here. Proof of this is the data from Table 1, where N —
number of nodes in the finite elements mesh, W — width of the banded matrix, te, — Solution time obtained
experimentally, tye — predicted solution time. Here for predicting taken one example with known solution
time labded as bass. It is a basis for evaluation of solution time of other samples. Time solution is
proportional to the coefficient of complexity. The solution time predicted by the following equation (2).
Where ¢ — marks parameters of current task, b — basic sample, C — complexity factor. For a more precise
prediction of time solutions of small problems basic sample should be taken from the nearest coefficient of
complexity. Forecasting error for small tasks caused by the rgected terms from the expression of complexity
(1), which for small inputs have a greater impact. The Table 2 shows that when used small basis the
prediction accuracy for small tasks significantly increased, but less decreased for large tasks.

2
(o = NCVVCz >4:b =& >etb (2)
NbWb Cb

Distribution of basic examples in the database is due for small tasks should be taken closer in
complexity basic samples. For small tasks the intervals between bases smaller, for larger intervals increase.
For such adistribution is chosen exponential function (3).

Ci=Cmnxa;il 1n ©)

a= (Crax — Crin)™" 4
where n — number of basic examples in the database, C; — complexity of i-th sample, Crin, Crax — minimum
and maximum complexities for basic samples. Substituting to function (3) the number of intervals n and
boundary dimensions of problems Cyn, Crrax Yi€lds splitting of intervals with exponential increasing their
lengths. This splitting allows you to store more basic examples for small tasks and less for larger ones.
After each analysis the database is updated with new data of solution time. But now timeis determined for
the basic sample from known experimental data. Using the same equation (2), but now ¢ denotes the
arguments of the basic sample, b — current determined task.

t

5. Integration to FEM system

Preprocessing
Solution time evaluation

Solution
Updating solution time DB

Post processing

Fig. 1 Solution time eval uating subsystem in FEM software

Analysis of the finite eement method consists of three main phases. preprocessing, solution and post
processing (fig. 1). Preprocessing includes preparing input data for solving the problem: creating geometry
models, setting boundary conditions, finite element mesh generation. The next phase solutions forms of
system of linear algebraic equations and solve it. It is performed without the intervention of an engineer
and takes the bulk of the computing time. Duration of this phase is forecasting by the subsystem. The last
phase post processing includes processing and displaying of results.

Prediction of the solution phase requires known mesh parameters N and W. Some algorithms
generating mesh determines this parameter even before the mesh is generated, others need to make a
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complete building of mesh. Having estimated solutions timing engineer can continue to implementation
phase of the decision or, if the timing is not satisfied, return to the mesh settings. Upon completion of
Solutions Phase new data about solving the problem updates database of statistics, which make the
following prediction more accurate.

6. Conclusion
The present method of evaluation of FEM solution time can be easily integrated into CAE system. It
requires no additional computational costs small sized statistics DB storage.
Solutions time forecasting subsystem allows engineers to accurately estimate the time required for
FEM analyses. If timing does not satisfy, he can return to the correction of the model before start
calculation.
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In this paper the amplitude-phase spectra envelope method of multi-beam acoustic waves
Fabry-Perot interference in MEM S cavity-type structures without shear stress at nor mal and
oblique beam passing limits divisions is developed. It is found that the spectra analysis by the
envelope method significantly broadens the application of an appropriate approach for
nondestructive testing of thin film structure parameters. In addition, on the basis of the
envelope function regularities the angular conditions of Pseudo effect manifestation for the
binary interface in the spectra are grounded.

Key words: MEM S-structures, Fabry-Per ot inter fer ence, amplitude-phase spectra.

Po3pobieno meron o0BiZHMX aMIUIITYAHO-(Ga30BHX CHeKTpiB OaraTtonpoMeHeBoi
inTepgepenuii ®@adpi-Ilepo akyctnuynux xBuib A1 MEMC-cTpyKTyp pe30HATOPHOIO THIY
0e3 3CYBHUX HANPYr NPU HOPMAJLHOMY i MOXMJIOMY MPOXOJKEHHI MPOMEHEM MeXK MOIiTiB.
BcTanoBjieHo, 0 aHAJII3 CIEKTPIB MEeTO0M O0BITHMX ICTOTHO PO3LIMPIOE MEKi 3aCTOCYBAHHSA
BiAMoBiAHOro miaxoay st opraidamii HepyiiHiBHOI0 KOHTPOJII0 NapaMeTpiB MJIiBKOBHX
cTpykTyp. KpimM nboro, Ha ocHOBi 3axkoHOMipHoOcTeil 00BiTHHMX OOIPYHTOBAHO KYTOBi YMOBH
NPOSIBY B CHEKTPAX NMceBA00PIOCTEPIBCHLKOr0 edeKTy A5 OiHAPHOT Mexi moairy.

Karouosi cioBa: MEMC-cTpykTypH, iHnTepdepennia daodpi-Ilepo, ammiaityano-ga3osi
CHEKTPH.

I ntroduction
The Fabry-Perot interferometry principle was discovered in [1] and is considered to be well studied
in the acoustic and optical wave ranges [2, 3]. Nowadays this approach has formed the basis for a whole
class of technical solutions such as the reconstruction of parameters of heterogeneous media [4-11], sensor
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