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Summary

In practice, information on statistical characteristics of series mode interference is available only in certain
cases. Moreover, for this or that reason input variables are measured inexactly, and their values can be specified
with some uncertainty. The identification task is significantly complicated when the measuring signal passes
through a natural channel with unknown statistical characteristics. This is, for instance, the case with well
drilling when axial weight on the drilling bit and drilling bit rotations per minute are gauged by above-ground
devices. The study resulted in developing a method of building polynomial empirical models for a case when
input factors are fuzzy variables with known Gaussian membership functions. The output variable of the model
was shown to be also a fuzzy variable in such conditions; the corresponding membership function on the basis
of which the identification task is formulated was obtained. To determine the parameters of the model with
fuzzy input factors, the least square method was applied, which allowed obtaining a respective formula
incorporating the information on input factors fuzziness.

Keywords: model; polynomial relationship; membership function; fuzzy numbers, method; model
parameters.

1. Introduction

Empirical models are conventionally developed using the least square method, which makes it possible
to describe a relationship between a certain set of physical quantities. This relationship can be obtained
as a result of a theoretical study or an experiment. Should a mathematical model result from theoretical
reasoning, it reflects relationships between a certain set of factors in the analytical form only within
the accuracy of some parameters. If a mathematical model is devel oped on the experimental basis, the model
structure is often postulated. In both cases, data on the object under study should be used for creating
a model, which would allow making conclusions on the accuracy of the model’'s representation of the
real object.

2. Review of contemporary publications

In its general statement, the problem of describing empirical relationship using parametric regression
suggests that the specified function is identified within the accuracy of some parameters which are selected in
order that a particular criterion of approximation between experimental and respective cal culated data has a
minimum value.

Such classical gatement of the identification problem assumes that the structure of the model is known, and it is
often chosen to be linear with respect to the model parameters.
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The other way of developing empirica models supposes that the model structure is unknown [1], and therefore
an external criterion is used to select it. This approach to empirica mode creation resulted in two methods. Thefirst
one is known as group method of data handling (GMDH) [2], [7]. The other one was denominated combinatorial
method [3] selecting the best model by searching through the whole set of models which can be created from the
polynomial model.

Inductive method of models self-organization is implemented in stages, the first one being generation of
candidate models in a certain order of complexity and the second one selection of the best mode according to a
selection criterion [3].

There aretwo major ways of generating candidate models.

The first way is combinatorial method, which selects models out of a more genera one by assigning zero value
to some coefficients of its equation. As aresult, a set of modelsis obtained. The best model is selected on the basis of
one of the selection criteria[3].

The drawback of combinatorial method of model sel ection isthe need to sort out a large number of models. If an

m-degree polynomid is chosen as a base modd, the total number of candidate models amountsto2” - 1, where M
is the total number of terms in the complete m-degree polynomial. Even modern ECMs are not capable of
implementing such algorithms for a large number of variables and high degree of the polynomial. GMDH produces
models which feature intermediate variables for every selection set, which significantly complicates transfer to the
input variables of the system being simulated.

Out of the two methods, combinatorial method is more viable, since it allows obtaining a model in which the
arguments are input variables of the system. To diminate the problem of large dimension, the genetic approach was
suggested [4].

When implementing these methods, it is assumed that exact values of physical quantities being
the system variables are known. Apparently, such an assumption somewhat idealizes the conditions
of observation of the operating object, since any physical quantity is measured with a certain error,
this entailing the need to take into account the effect of measurement errors on the accuracy of empirical
models [5].

Information on distribution laws and statistical characteristics of measurement channels is
hardly available, as engineering practice shows. Typically, one can specify a range to which a measured value
of a certain physical quantity belongs. In such cases a specific value of a measured quantity should
be considered as a fuzzy value, which necessitates development of methods taking aboard fuzziness of input
data[6].

The research aims at devel oping a method of identifying technological objects on condition that experimental
data used for construction of empirical models are fuzzy values.

3. Discussion of the major outcomes

The object under consideration has m inputsx , i =1,mand one output y . The relationshipy = f (7) , Where

X =(%,%, K, x,)", will besought in the form of regression dependence

y=acOx", 1)

j=0 i=1

where ¢, are polynomial coefficients; j , are degrees of the arguments which are to satisfy the following

constraint:
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The number of terms n in polynomia (1) is determined using the formula below [1]:

|
p={m+nt 2
mir!
If variablesx , i =1,m are measured error-free and the value of y is affected by series mode interference

with normal law of distribution, parameters of this law are invariable for all observation points. In this case,
to determine the parameters of model (1) the least square method can be used. If variances of series mode
interference are known but differ in different observation points, the generalized least square method is
applicable.

In practice, information on statistical characteristics of series mode interference is available only in some cases.
Besides, for various reasons input variables are measured inexactly, and their values can be specified with some
uncertainty. The identification task becomes fairly complicated when the measuring signal passes through a natural
channel with unknown gatistical characterigtics. For instance, this occurs in well drilling when axial weight on the
drilling bit and drilling bit rotations per minute are gauged by above-ground insruments.

In such cases input variablesx , i =1,m can be naturally interpreted as fuzzy variables with the membership
function asfollows:

® ()ﬂ 0 )2 0
—expG 1)+ 3
m(x) =epf ©
é 2
wherex? | a , i =1,m are mode value and fuzziness parameter of membership function, respectively.
% i

Membership function of theinput variable can be defined as
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Parameters a, and a, of membership function (3) are determined using rules of arithmetic for (L- R) type
fuzzy numbersin Gaussian-basis sets[8, 9].
Based on the structure of model (1), determination of parameters a anda, of the membership function (4)

requires such operations with fuzzy numbers as addition and multiplication of fuzzy numbers, and multiplication of a
fuzzy number by an exact one.

Let A,=(a.a,b) andB, =(a,,a,,b,) be (L- R)type fuzzy numbers, wherea,, a,are mode values;
N b
C.=A.*B,=(aab), C,=A_ 8B, =(aab) and C,=0A, =(aa,b) are calculated using the following
formul ae:

a, a ., b, are left and right fuzziness coefficients. Then parameters of fuzzy numbers

2

a=a+a,,a=a,+a,, b=b +b,; (5)

a=aa,,a=aa,+aa,;, b=ab,+ab; (6)

a=qa, a=qa,, b=dp,. (7)
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Let us determine the sum of n fuzzy numberss = é z, , for each of which membership function is defined with

i=1

the formula similar to formula (3). Obviously, Z*¥ = <agj a,, ,azj> . Then,s , =z +z,. According to formula (5),
SSZR) = <a12 !al..z ’al..2> ’ Where al..z = az1 + azz ’ al..z = azl + azz .
Sinces , =z +2,+z =5,+7, thengy =(a ,.a,,.8,,) wherea, , =a,, +a,,, a,, =a,, +a,,. Taking into

account the values of a , anda,,, we obtain a ,=a,+a,+a,anda,,=a,+a,+a,. In a generd casg,

continuing thisiteration process will result in the equations , =(a, ,a,,a,) , where

a=34a,a,=a2,. ®)

8
Using formula (6), it can be shown that if S= @ G4 , thens, =(a, ,a,,a,) , where

i=1

3 3
a=dGa,a=acaa,. (9)

i i=1

]
For the product of m fuzzy numbersV =)z, wherez"® :<agj ,azj,azj>, V,,=zz,. Let us define

i=1

parameters of the fuzzy variableV\'” =(a,, a,,.a,,). According to the formulae (7), a,=a,a,

andal..z = azlazz + azzau' Then we can Write dOWﬂ thatvl..s = lezzs :VI..Zzs’ andvlgR) = <al..3!a1..3!a1..3> !
respectively. We find that a,=a ,a, and a,,=a ,a,+aa,,. Taking into account the equations for

al..Z and al..Z ' we Obtal n al..3 = Eglazzazi-l and al..3 = Eglazza z3 + az3 (Egla z2 + azzazl) = %lazzazi-l + azlaz3a z2 + a22a23a 71"
Since V1..4 :V1..324 and V&R) = <a1..4!a1..4!a1..4> ’ then according to (7)! al..4 = al..3a24 andal..A = al..3a24 + %43'1..3' If the
previously defined @&, anda,,are taken into consideration, then a,=a,a,a.,a, and

al..4 = %%2%33' 4 + %4 (%%Za z3 + %%38' 22 + %2%38'21) == azla22%4a z3 + azla23a24a22 + a22a23az4a21 "

Summarizing the obtained result, we arrive at the conclusion thatV,, =(a, ,a, .a, ) , where

a § A
3=0a, a =a3,0a.. (10)

Using formula (10), the degree of (L - R) type fuzzy number can befound. If z =z =L.=z =z,thenV = 2"
andV,, =(a, ,a, .a, ). Therefore,

m

a =a, a,=ma", m? 2. (11)

The obtained results enable finding membership function n(y)of output variabley. Let us

D .
designatez, =(Q X" . Then model (1) will be represented by yzé ¢z andy, =(a a,.a,). According to
j=0

i=1
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formulae (10), a, = é ca, anda, = é c,a, . Now let us find expressions for a, anda, , for which we introduce
j=0 j=0

another fuzzy variable p,(j)=x"and p”(j)=(a, (i).a,(i).a,(i)). Then,z, :6 p,(j). In correspondence

p

with formulae (10),

2 . g - .
8,=03,(i)and 2, =a 2, (1)Oa(i). (12)
i=1 i=] =1,
ki
In view of the fact that pl(j):xi"andx(”‘):<>g(°>,am.,am>,i:1,_rn, then according to formulae

(11), a,(j)= ()g“’))i "a, (i) = ()g“’))i “anda, (j) =i, ()g“’))i ""a,, . Inserting the obtained results into formulae

D i ji-1 i ik . :
(12) will result in a, :O(x("))"' anda, :gj ii()g“’))"' a.O(x“’))" . Since a, and a, are defined, we

xi
i=l

k:
Kt

fayin

will obtain

8
o

d = i ik J g . it = i.k;
a=a¢0(x")".a,=ac ai, (X)) a,O(x")" 1 (13)
j=0 k=1 j=0 ei=1 t1=I1 P
Z(y-a)0
A next gep will beto define g -dice for membership function (4). Then, exp¢- o T=9.
Vg

From the previous equation we derive

1
= In=. 14
y ay+ay/ngz (14)

Inserting &, and a, from (13) into formula (14) will result in the following expression:

& & - ,, 0
y=8cO(X)" +Acai, (x*)" am-C“j(XP)"k:, (15)
j=0 gi:i e|=1 t:li ﬂa

1
WhereAb = [In=.
g

Thisresult suggests that taking into consideration fuzziness of input data causes a certain “penalty”, the value of
which is determined by the parameters of membership function (3).

Now thetask of fuzzy identification can be restated —to determine the parametersc, , j =0,n- 1 of themodel (15) soas
to minimize sum of squared deviations of ca culated values defined by expression (15) from the output values

I(e)=8 (- v), (16)

t=1

wherey, iscalculated output value for each observation point.
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Let us assume that observation coversinput variables X designated by x , i =1,mand form amatrix

é 2 i ok wg] joi-1 o jokc-.) o Jk ju-1 Jlkc'.)
sO() +agai.(x"]"a.0() L O(x') +A§9a1n(#) ao(yé) :
e i=1 e i=1 t]:ll ﬂ i=1 e k | ﬂ
gﬂ) J ok ac'i" joi-l jkd = j ac'i" ju-1 = j 0
- EOM) AT ()2 B0¢) T Ob) +athlL () e O¢) T L
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gm K ac'i" i j 0 2 ac'i" j 2 j 0
Ol) a6 2.0 O +agn )72, 0] v
i g e i I}
j $6" il < j Ol;|
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i=l el:l t]=|1 ﬂl;l
J nk ag] ] = ch-.)H
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Consequently, ¥ = FC and functional (15) will be expressed as follows:

3©)=(Y-y) (V- ),

(17)

whereY = (YI,YZ,K,YN )T is output value vector in every observation pointt =1,N; ¥ = (yl,yz,K,yN )T is the vector
of output values calculated by equation (15) in every observation point.

Minimization of functional (17) with respect to vector-variable € resultsin © = M 'F'Y [10], whereM =F'F

is a Fisher matrix.

Let us assume that the relationship between the input and output of an object is described by expression

(1), andm=2,
(2) - n=

Asanext step, we designate:

i )=80, () 2.0 ¢) "

Then we form amatrix of degrees of regression mode! (1)

g-m jll j21 j31 j41

02 J12 j22 j32 j42

FT=

jzu_€ 1 01 2 0Ou
jof 00110 2¢

Let us calculate f(X,j,) =] X"a,X +] X" a,X .

f(X.,j,)=0.

Using

values of

I

andj ,,

r =2. The number of terms of this regression dependence can be calculated using formula

we obtain
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Similarly, we find that

F(Xy) =i uX a6 +] X a X" =a,,

(%) =] X a4l a0 =a,,

(X o) =i aX™ 2% 4] X7 '8,X" =a,% +8,,X,
(X &) =i aXad® +i pX"a X" =2a,X,

f (Y’J 5i ) :j Slxisrlaxlxizsz +j 52)(1252-la'><2xi51 = 2ax2X2 "
Therefore, taking aboard the fuzziness of input variables, the output of the object (m=2, r=2) will be
represented by the empirical rdationship as follows:

y=c,+¢(x+Aa,)+c(x +Aa,, )+ (xx +A(xa,, +xa,))+

+e, (X +2A2,% )¢, (X +2Aa,,%, ).
Ifg=1, then A =0, and we come to a well-defined identification task in which mode values of the input
variable are equated with their directly observable values.

4, Conclusions

There was developed a method of constructing a polynomial empirical model, assuming that input
factors are fuzzy variables with the defined Gaussian membership function. It was shown that the obtained
empirical model is also a polynomial in which an input factor has an additional component as a “penalty” for
fuzziness of input data. The least square method was applied to find the parameters of the fuzzy empirical
model.
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AHoTalifa

Ha npaxruni iHgopMarliist mpo CTaTUCTUYHI XapaKTEPUCTUKU AJAUTHBHOI IEPEIIKOAU € JOCTYITHOIO JIMIIE B
OKpEeMHUX BHITaJIKaX. BiyblI TOro, BXiJHI BEIMYHHH 3 TUX YM HIIMX NPUYUH BUMIPIOIOTHCS HETOYHO 1 iXHI 3HAYECHHS
MOXKHa BKa3aTH 3 JIESKOI0 HENEBHICTIO. 3ahava ifeHTugikaiis 3HAYHO YCKIAJHIOETHCS Y THUX BUIAAKaX, KOJH
BUMIpPIOBAIGHUI CHTHAJI MPOXOMUTH Yepe3 MPUPOJHHUN KaHal 3 HEBIIOMUMH CTaTHCTHYHUMH XapaKTEPUCTUKAMHU.
Taka curyalis TpariseTbcsi, HaIpUKIal, Mg yac OypiHHS CBEpAJIOBUH, KOJIHM OCbOBE HABAHTAXKEHHs Ha JOJIOTO i
YacToTa HOro oOepTaHHS BHUMIPIOIOTBCS HA3EMHUMH IpWiIagaMH. Po3poOieHo MeTon NOoOYIOBH eMITipHYHHX
MoJieJIel TOJNIHOMIaJIFHOTO BHIJISIY JUISl BHIIQJIKY, KOJM BXifHI ()aKTOPH € HEUITKUMH BEIMYMHAMHU 3 BiJJOMHMHU
(YHKIISIMU HaJIOXKHOCTI raycoBoro tumy. [TokasaHo, 1110 3a TAKHX YMOB BUXiJ[HA BETMYMHA MOJIEN € TAKOXK HEYITKOIO
BEJIMYMHOIO Ta OTPUMaHa BiANOBiAHA (QyHKIIIS HAJIEKHOCTI, sIKa € OCHOBOIO JUIs (JOpMYBaHHS 3ajadi ineHTrdikarii.
Jlnsg BU3HAYEHHs MapaMeTpiB MOAENI 3 HEUiTKUMU BXIJIHUMHU (pakTopaMu BHKOPHCTaHO METO] HaMMEHIIHX
KBaJIpaTiB, IO JaJ0 3MOTY OTPHUMATH BIANOBIAHY (GOPMYIY, Y CTPYKTYPY SIKOi BXOAUTH iH(OpMAIis PO HEUITKICTh
BXiTHUX (aKTOpiB.

Koarouogi ciioBa: Moienb; noniHOMiaIbHA 3aJI€XKHICTb; (DYHKIIiS HAJISKHOCTI; HEUIiTKI YHCIIa; METOJ; TapaMeTpH
MOJEII.



