Algorithm of work multisensory system is shown in Fig. 3.
If necessary set of sensors can be changed. Y ou can add more sensors to the system, but it requires
editing code. Since sensors have cross-sensitivity, we can uniquely identify the gas that was detected.

Conclusions

This paper describes the designing multisensory system for monitoring gases based on STM32F407
microcontroller and using cross-sensitivity sensors, that can not only detect the available gas in the
environment, but also uniquely identify it. In this paper the algorithm of the system, which allows you to
change the set of sensors s presented.
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FUZZY MODEL FOR RECOMMENDER SYSTEMS
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The paper analyzes the current state of development and application of recommendation
systems, models and methods of construction of recommendation systems. It is shown that the
most widely used method came into collaborative filtering. The method of fuzzy clustering is
developed, which improves the accuracy of predicting ratings of products.

Key words: Recommender system, data mining, collaborative filtering, fuzzy clustering.

IIpoanasizoBaHO MOTOYHHUIA CTAH PO3POOKH Ta 3aCTOCYBAHHS PeKOMEHAANIIHUX CUCTEM,
Mojeneil i MeToniB moOyaoBu pekoMenaauniiinux cucrem. Iloka3zaHo, 1m0 HAOINBII MUPOKO
BUKOPUCTOBYETHCSI MeTOA KoJadopatuBHoi ¢iabTpanii ¢insTpaunii. Po3podieno meron
He4iTKol K1acTepu3auii, AKM NiABUIYE TOUYHICTH NPOrHO3YBAHHSA PEHTHHIIB MPOAYKTIB.

Kuarouogi cioBa: Pekomenpauiiini cucremu, iHTeleKTyajJbHUI aHANi3 JaHMX, KO0J1a00-
paTuBHa QinbTpanis, HewiTKa KIacTepusais.

Introduction

Recommendation system — a system working with a certain type of information, a filter system that
recommend information items that can cause a user's interests. The typical recommendation system makes
recommendations to users as input, aggregates and sends them to the appropriate recipients in the form of
recommendations. Recommendation system compares the data collected from users and create a list of
items recommended to the user. They are an alternative search algorithm because it helps users to find
items and information that they would not find themsel ves.

64



Since the first works in the mid-1990s, recommendation systems have become the subject of intense
scientific attention. During the last decade a lot of work has been done both theoretical and applied,
dedicated to the development of recommendation systems. At present the problem of recommendation
systems keeps to himself a lot of interest. In this area there remain many unsolved problems. Addressing
these challenges promises many opportunities for practical application. This will allow users to cope with
the huge amount of information, and provide them the tools making personalized recommendations. An
example of a specific application of recommendation systems can serve a system recommendations of
books, CD and other items at Amazon.com, movies on MovieLens, news on VERSIFI Technologies
(former Adaptivel nfo.com).

In modern recommendation systems are widely used methods and models collaborative filtering.
Model of collaborative filtering is user-item matrix A dimension mxn. Rows of the matrix correspond to
the vector of users U, column correspond to the vector of items I. Each element of the matrix a; contains I
product rating assigned by user U;. Therating scaleis estimated to beintegers a;| {1,2,3,4,5}.

The main problems in collaborative filtering method: a very large dimension and greate sparsity
matrix A.

To solve these problems using an approach based on models. Originally formed descriptive model
of user preferences, items and the relationship between them. Then recommendations are formed on the
basis of the obtained model. The advantage of this approach is the availability of the moddl. It gives more
insight generated recommendations and relationships in data availability. The formation of
recommendations is divided into two stages: intensive training model in off-line mode and a fairly simple
calculation based on the recommendations of the existing modelsin real time.

Fuzzy method for recommender systems

Perspective is the application of methods and models of clustering. Clustering allows divide the
whole set of users and products to compact clusters. Each cluster contains the most similar objects. General
clustering model can be represented as follows. K — set of items and users; Ky, K, ... K. —clusters.

For a hard clustering the following conditions are performed:

K,EK,EKEK, =K 1)
KiCKjZQ;Ki,Kj;/—‘Q (2)
K| +[K [+ K+[K | =[K]| (©)

With a hard clustering each object belongs to one cluster.
For afuzzy clustering the following conditions are performed:

K,EK,EKEK_ =K 4)
K CK, 'O K,K#0"i,j i?!] (5)
K|+ K|+ K+ K | = K ©

where c is the number of clusters.
Let Y —matrix partition of objects into clusters. For a hard clustering the following conditions are
performed:

1LIT C

(N=v. =7 . 7
yi() =y, %O;HCi (7
J -
av>0"i (8
=1
oC n
avy,=1"1 (9)
i=1
For afuzzy clustering the following conditions are performed:
Yi | ]O’]{ (10)
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0<q y, <n (11)

1=1

C
[o]
avy =1 (12)
i=1
Theclassical modd of collaborativefiltering is to predict the unknown product rating for the active
user by user-user or product-product model.
For a method user-user

o _
a (ru,i - ru)Wa,u
_— iU
pa,i - ra +4 []

a

ul U
where p,; —ratingi-thitemfor active users; I, —theaverage of therating of the active user; T, —average

(13)

W,

a,u

rating value of the u-th user; r,

u; —rating of thei item for u user; w, , —coefficient of similarity for a
rating vector of active user and rating vector of u user.
For the method of the item-item
o
a- ru,nvvi,n
Pui =% (14)
amw,
ul U
where w; , — coefficient of similarity for arating vector of i item and nitem.

In fuzzy clustering, each product belongs to each cluster. Degree of membership of each product to
fuzzy cluster is determined by the characteristic function

y, 1 ]od, o<y, <1 (15)
avy =1 (16)

i=1
Let T, — vector of values characteristic function for | item. M, =T,” N — vector quantity of items
with the highest ratings will be used in the forecast calculation formulas. M|, —number of items from top-

rated belonging to cluster c.
Then the model method the user-user (17) and theitem-item (18)
s ‘o= _
a a Wa,s(rs,i - rs)
pa,i - ra + m=1 s:lC =
o 0
aa

m=1s=1

(17)

Wa,s

C
o

Mas
o
a a Wu,sru,i
e (18)
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aaWs
m=1s=1

For clustering applied fuzzy c-means method, which minimizes the following functional
d & m 2
Jn(Y,V)=a a (V) "uk - Vi”A (19)
k=1 i=1
where U ={u1 ,uz,K,uN}-set of information objects; ¢ — number of clusters, m — fuzziness factor;

Y - fuzzy c-partition matrix; v={v1,v2,K,vc}-set of vectors of the centers of fuzzy clusters;

v, =(v,,V,,,K,V, ) —vector coordinatesi —th of cluster centers.
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C-means algorithm consists of the following steps.
1. Choose a random number of initial cluster centers and placement
2<c<N (20)
2. Choose option stops d .
3. Choose a fuzziness factor ml (1,00).

4. Calculate theinitial values of the matrix elements of fuzzy partition Y .
5. Calculate the cluster centers

vih=kt  1fifc (21)

6. Calculate the metric distance
di? = - v ) (- vY) (22)
7. Calculate the matrix elements of fuzzy partition

yi ! :M% (23)
|k- )(m-l)
o di”
8. Check the stop condition
[Y®- vy <d (24)

If the condition is met, then stop. Otherwise Y®) = Y'Y, go to the step5.
Application of fuzzy clustering can improve the accuracy of forecasting rankings by taking into
account degree of membership of each product to each cluster.

Conclusion

The paper analyzes the current state of development and application of recommendation systems,
models and methods of construction of recommendation systems. It is shown that the most widely used
method came into collaborative filtering. The method of fuzzy clustering is developed, which improves the
accuracy of predicting ratings of products.
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SIMULATION OF MECHANICAL COMPONENTS INTEGRATED
ACCELEROMETERS
MOAEJIOBAHHSA MEXAHIYHUX KOMIIOHEHTIB IHTEI'PAJIBHUX
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In the paper the model of integrated accelerometer is presented. Obtained in an
analytical form solution of the differential equation describing this model.

Key words: integral accelerometer, mathematical model, differential equation, boundary
conditions.

Ilogano mopgeni interpoBaHoro akceiaepomerpa. OTpuMaHO B aHATITHYHOMY BHUIJISTI
pilieHHs AU (epeHiaIbHOT0 PiBHSAHHSA, 110 ONMMCYE IO MOAEIb.

KarouoBi cioBa: inTerpanbHuii akcenepoMeTp, MaTeMaTHYHA MoOJeJb, AU (epeHuianbHe
PiBHSIHHS, TPAHWUYHi YMOBH.

Introduction

Accelerometer — this device, which measure acceleration or overloads that occur during testing of
vehicles and their systems. Single- and multi-axle models can determine the magnitude and direction of
the acceleration as a vector quantity and can therefore be used to determine the orientation, vibration and
shock. They are used in many portable eectronic devices.

The accelerometer measures the projection of the full acceleration. Full acceleration is the resultant
of the forces of nature nehravitatsiynoyi acting on the mass, referred to the value of the mass. The
accelerometer can be used both to measure the projection of the absolute linear acceleration and mediocre
projection of the gravitational acceleration. The latter property is used to create inclinometers.
Accelerometer is a member of inertial navigation systems that are obtained by measuring their integrated to
givetheinertial velocity and coordinates media.

Model of integral accelerometer

According to the analysis of existing models of accelerometers, most of the models include ordinary
differential equations of second order [1]. These models are based on consolidated mikroaksel erometra to
design circuits with lumped parameter spring-mass-damper [2], an example of which is given on (Fig. 1).
Accordingly, for such a system of differential equations for the displacement axis is a function of the
external acceleration:

d’x dx

+B,— +kXx=F,,,
rnxdtz xdt X zovn (1)

I:ZOVI'I = r.T.1aZOVI'1
kX— spring stiffness; B, — damping coefficient; M, — mass; a,,,,— applied acceleration to the inertial

mass of the accelerometer; X — displacement; F — external forcethat is applied to the inertial mass of

zovn’!

the accelerometer;
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