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The antenna synthesis problem according to the prescribed power radiation pattern with
the equality norm condition is considered. It is solved by the approach based on the con-
cept of generating polynomials. The variational formulation, supplied by the Lagrange
method of multipliers, is applied. The Lagrange—Euler equation for obtained functional is
a nonlinear integral equation of the Hammerstein type. The polynomial approach is de-
scribed for a generalized equation of this type, which holds for different types of antennas.
The modified Newton method is used for numerical solving of the respective systems of
integro-transcendental equation. The approach is applied to the concrete problems related
to the linear antenna, equidistant antenna array, and the circular aperture antenna. The
numerical results are obtained and analyzed.
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1. Introduction

The antenna synthesis problems by the power criterion belong to the phase optimization problems [1].
Such problems are characterized by the fact that the arguments of the complex functions (phases)
are unknown and they play role of the optimizing parameters. Ones of the first papers in this field
were [2,3|, in which the linear antenna synthesis problem according to the given (desired) amplitude
radiation pattern was formulated as a variational problem for minimizing the mean square difference
between the modulus (amplitudes) of obtained and desired patterns. The Lagrange-Euler equation
for the minimized functional was a nonlinear integral equation. Since the Lagrange-Euler equation
describes not only the extremal points of the considered functional, but also all its possible stationary
points, the solution of this equation may be nonunique. Moreover, the number of solutions may change
when certain physical parameters are varied (the solutions branched). The process was first described
for this problem in [4|. This approach was developed and generalized for different types of antenna, in
particular, for the antenna array [5]. The theory was described in the book [6].

The basic formulation of the antenna synthesis problem according to power radiation pattern was
probably first proposed in [7] as a modification of the synthesis problem according to the amplitude
pattern. Later the power formulation was developed and described in applications to the one- and
two-dimensional problems in [8,9]. Recently this formulation was supplemented by the norm equality
condition stated for the desired and obtained radiation patterns [10], what has improved its physical
and mathematical accordance. The nonlinear integral equation was obtained and solved numerically
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by the modified Newton method. Because of the nonuniqueness of solutions to this equation, not all
of them were obtained.

At the same time the polynomial approach was proposed for the synthesis problems according to
the amplitude radiation pattern [11,12], which was based on the exact presentation of solutions to the
nonlinear integral equations for these problems by complex polynomials of low degree. This approach
was generalized and described in detail in [1]. Its application to the antenna synthesis problem in basic
power formulation is given in [13].

In this paper the polynomial approach is used for the power synthesis problem in the supplemented
formulation. The general mathematical theory is presented, and the numerical results are shown for
the concrete antennas: linear antenna, linear antenna array, circular aperture antenna. Before, the
analogous problem for the linear antenna was formulated and partially solved by the immediately
applying the Newton method in [10]. Some new results were announced in [14,15].

2. Problem formulation

The main relation which is used in the antenna theory can by written in the operator form
Au=f, (1)

where A is the linear operator which connects the current (or field) u on the antenna and the radiation
pattern f created by it. The definition domain of the function w depends on the type of antenna.
In the cases considered here, it has the form of a limited interval (linear antenna of the length 2a),
discrete points numbered from —M to M, where the radiators are located (linear antenna array) and
the plane circle of the radius R (circular aperture antenna). The pattern f is determined in the certain
angle domain of the far zone. The operator A has in our cases the form of integral Fourier transform,
discrete Fourier transform, or Hankel (Fourier-Bessel) transform, respectively.

The antenna synthesis problem according to the power pattern was formulated in [7,8] as the
minimization problem for the functional (power criterion)

o(u) = ||F? = |f 2|3+ a ||u]?. (2)

Here |ju||,, | f||, denote the mean square norms in the definition spaces of the functions u and f,
respectively, F?2 > 0 is the desired power (squared amplitude) pattern, o > 0 is a given real number
(weight factor). The first addend in (2) provides the proximity of the obtained power pattern to the
described one inside the main lobe, whereas the second one minimizes the level of the side lobes.

According to the standard variation theory, this functional was reduced in [8] to the Lagrange-Euler
equation

af = 2AA4°[(F* - |f) f]. (3)

The symbol A* denotes the operator conjugated to A. This equation describes all (not only extremal)
stationary points of o(u).

Note that equation (3) has the obvious trivial solution f = 0 always. In order to avoid this
undesirable property as well as to limit the tendency to proportionally decreasing the pattern f with
increasing «, in [10,16] the functional o(u) was supplemented by the additional condition

112 = IIFl3.- (4)

Applying the Lagrange multipliers method to the optimization problem (2), (4) leads to the uncondi-
tional minimization of the functional

ou(u) = o0 + o |lullf — |1 £l3, (5)
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where oy = HF 2 |f \2H§ The Lagrange multiplier p is unknown. It must be determined from the
demand that condition (4) holds.
The Lagrange-Euler equation for functional (5) has the form

Oéf - QAA*[W(‘f‘,,LL) eXp(i arg f)]v (6)

where W (| f], n) = (F? — |f[* + 1£/2) | f|- When the function f and parameter y are found, the function
w which provides the stationary value of o,(u) can be calculated by the formula

u= 2 AW (If1, ) expliang )] (7)

Since equation (7) can have nonunique solutions, all of ones must be found and then that providing
the minimum to functional o, must be chosen between them.

For all types of antenna considered here the equation (6) is a nonlinear integral equation of the
Hammerstein type and can be written in the general form

b
af(€) =2 / K(6,€') W (|f],n) expliarg f(€))de’, ®)

where a, b are the integration limits, different for different types of antenna,

_ 5(9a(€) — s(&)a(€)
T -7)

W (£l = (F3(©) ~ 1F©F + 5) 1£©)lp(¢). (10)

The functions s(&), (&), 7(£) are assumed to be real continuous ones such that the sets of functions
{7™(&)s(&)}, {m™(€)q(&)}, n =0,1,... are linearly independent, p(&) is the weight function (if needed).
Additional condition (4) of the pattern norm equality has in these notations the form

K(&¢) (9)

b b
/F2<s>p<5>d5 - / FORp(©)de. (1)

b
For simplicity, we assume below [ F2(&)p(€)dé = 1.

a
The above equations can be modified also for the case when the condition (4) is not needed (as
in [7,8]). Then the parameter p should be set zero in (5), as well as in the definition of the function
W (|f]) (10). Of course, the equality (11) must be also omitted.

3. Polynomial representation of solutions

We apply to (8) the approach described in [17] for a little simpler equation. As in [17]|, we confine
ourselves to the case when the solutions to equation (8) have no zeros in the interval £ € [a,b], and
write them in the form

- Pn(7)
where
N
Py(m) =[] @=nwwr) (13)
k=1
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is the polynomial of a finite degree N with the complex pairwise nonconjugate zeros n&}g:
INE —TINm #0, k,m=1,2,... N, (14)

the dashed symbol means the complex conjugation. An arbitrary complex factor with unite modulus
is omitted in (12).
After this notation the exponent in equation (8) obtains the form

_ Pn()
[Py (7)]
According to Theorem 1 from [17], the function f(§) of the form (12), having no zeros at & € [a, b,

is a solution to equation (6) if and only if the complex parameters nni = 1y, + i, the function
| ()], and the real number p satisfy the following system of integro-transcendental equations:

exp(iarg f(§)) : (15)

b _
1o = _ ! Re[Pn () Py (7')] r_ a
Z(Iflf" ) = ol () 2!K<s,f>W<\f\,u> e e —0. (16
g
@(]f],n’,n”,,u)z/ ’(JEJ)VI?;)("f”“)dgzo, n=1,2.... N: (16b)
b
7_n—l
\Il(]f],n’,n",,u) E/ q‘(]ij)v‘?;)("ﬂ’ﬂ)df:o, n=12,...,N; (16¢)
ab
T (f) = [Ir©Pa-1=0 (164)

At fixed N, the solutions to equation (8) form up the “equivalent” groups, inside each of them one
or several parameters 7y are replaced with their complex conjugated 7. All modulus |f(€)| of the
radiation patterns are the same in such a group; consequently, the values of the first addend oq (u) in
functional (5) are the same in the group. The number of solutions in each of such group is 2%V,

The solutions to equation (8) with different polynomial degree N can exist simultaneously. The
number of solutions can change when the functions s(§), ¢(§), 7(§) depend on a certain physical
parameter ¢ and this parameter is varied. Such changing is called the branching of solutions. This
effect is explained by the fact that at the branching points ¢ = ¢; the polynomial degree N is changed.
As a rule, the value of N changes by 1 at the branching points. In exclusive cases, connected with
symmetry of the problem, the value of N may change by 2 or does not change of all [1]. At the
branching points some additional equations can be satisfied together with (16).

If a new solution with polynomial Px1(7) is branched off from the solution with polynomial Py (7)
at ¢ = ¢; , then the system (16) must be supplemented by two following equations:

b
N (E)s(OW (If], 1) B .
a/ |PN(T)[(1 = nng1,n+1T) dc =0, (17a)
b
™(a©W (If], 1) B
a/ |Pn(T)[(1 = N1, N41T) de = 0. (17b)
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The parameter ny1 n+1 in Py1(7) is real at the branching point; all other ones coincide with those
in Pn(7): Mn41.6 = Nk, k= 1,2,...,N. Thus, we have two additional equations (17) and two new
unknown real values ny41,v4+1 and ¢;. Other cases of the branching points we will comment in the
particular examples.

4. Numerical algorithm

The integro-transcendental equation system (16) can be solved by the modified Newton method [1].
The vector of unknowns in this method is formed as the aggregate of all real values: discretized values
of the function |f(£)], & € [a, b]; parameters ny,,ns, k=1,...,N; and the Lagrange multiplier p.

On each step of this method, we must solve the linear equation system with respect to the increments
of the unknowns:

ol f Z(Ifl,n',n", 1)
on’ @ (f,7" 1", 1)

D x = — . 18
6,,7// \I,(|f|’77/’77//’u) ( )
o T ([f])

Here the matrix D can be written in the following schematic form

on i or
aqf/a|f| aqz/an/ 8@/877” aq//a”
o1f| “Flon “lon “lou
Moy 000

(19)

The first block-row in this matrix contains the first (linear) variations of the integrand function in
equation (16a), caused by perturbations of the following values: function |f(£)|, real and imaginary
parts of parameters 7y, and parameter u, respectively. This block has L rows, where L is the
dimension of discretized argument & € [a,b]. The second and third block-rows contain first variations
of the integrands in equation (16b) and (16¢), respectively, caused by the perturbations of the same
values. Each of them has IV rows. The last block-row is the variation of the integrand in equation
(16d) caused by perturbation of the function |f(£)]; this equation is independent from other unknowns.
Finally, the first block-column has L columns, each of second and third ones — by N columns, and the
last block-column — one column. Total dimension of the matrix D is (L +2N +1) x (L+2N +1). The
symbol § means the increment of the respective value on the step.

In the case when the parameter p is fixed and equation (16d) does not participate in the system (16),
the last block-row in system (18) together with the last block-row and block-column in its matrix (19)
should be omitted.

5. Particular cases of the antenna; linear antenna
For the linear antenna of the length 2a the operator A in (1) has the form of the integral Fourier
transform of the finite (compactly supported) function

1

1O = 1A(©) = [ [utw)exp (i) dr (20

-1

where z is the normed linear coordinate along the antenna, u(x) is the current distribution on the
antenna, £ = sin 6/ sin 6 is the generalized angular coordinate normed by the condition that real angle
interval @ € [—fg,0p], where the desired power pattern F? is given, corresponds to the generalized
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interval £ € [—1, 1], ¢ = kasin 6 is the given physical parameter proportional to the antenna length, k
is the wavenumber.
The functional to be minimized is

1

1 1
0, () = / (F2(6) — |F(©)P) 2 de + o / () Pz — / (). (21)
—1 -1

-1

The equality condition for the pattern norm is
1 1
[r@a= [1n@k (22)
-1 -1

The operator AA* in (6) is described by the integral transform

1

sin (e(¢ ~ €))

* _ ¢ ' '
A4 (€)= = / o) e g (23)
Its integration limits and the kernel coincide with those in (8) if [a, b] = [—1, 1], s(§) = sin(cf), q(§) =

= cos(c€), 7(€) = &, p(§) = 1.
The constant factor ¢/ (2r) " we will omit below for simplicity.
The Lagrange-Euler equation for the functional (21) has the form

1

sin (c(§ = ¢ ,
alp(©)l—2 [ D) (r2( - (9P + L) 1f(©) expliarg S’ =0. (29
-1
The optimal current distribution is calculated by the amplitude radiation pattern |f(£)|, polynomial
Pn (&) and the Lagrange multiplier p, obtained from this equation, via the formula

uw) =2 [(Fe) - r©F + 5) 1£©)

-1

Pn(§)
PN (§)]

exp (—iczf) dE. (25)

The system of integro-transcendental equations for determination of |f(£)|, parameters nyg in
Py (&) and the Lagrange multiplier x4 has for the case of linear antenna the form

1

roon = o i Sin(c(f_fl)) Re[PN(f)PN(fl)] r_ a
Z(Ifln' " ) = ol £(©) 2_/1—5_5, W (1) T e <0, (26)
1
k=1 COS|{ C
@ (|fl,n's 0", 1) 5/5 |](35()g/|(|f|’“)d5:0, k=1,2,...,N; (26b)
1
k=1 gin(e
U (£, 0" ) z/’f U(Djzg/‘(‘f"”)dgzo, k=1,2,...,N: (26¢)
_1
T(If]) = / F©)Pde —1=0. (264)

-1
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This system was solved numerically for F2(¢) = 1/2 with different o. The numerical results are
presented in Figs. 1,2 (o = 0.4) and Figs.3,4 (o = 0.9). Fig.1 and Fig.3 demonstrate the behavior
of nyy versus the parameter ¢ for different N. Only one representative (with Imnyg > 0) of each
equivalent group of solutions is shown. The two-digit labels of curves correspond to the indices Nk;
the curves describing different solutions related to the polynomials Py (£) with the same N are indicated
as N'k, N"k, etc. Recall that we consider only the solutions having no zeros at &' € [—1,1]. As it was
mentioned above, in this case, owing symmetry of the problem, there are possible branching points not
only with changing N by 1 but also by 2 or without changing N.

At small values of parameter c there exists only the real solution fo(€) of equation (24) corresponding
N = 0. The first branching point of this solution is ¢ = ¢;. Two solutions f1(§) with N = 1 and
imaginary parameters =+, arise here; at the branching point these parameters are real. At this
point, the values of ¢1, real function |fo(§)| = fo(§) and real parameter p are calculated from the
transcendental equation system (16) with additional equation (17), having in our case the form

1
afu(©) -2 [ % W (fou 1) de’ =0,

1
/ cos(c€) W (fou 1) dé = 0,
1

1
/ f2&)de —1=0.
-1

At the point ¢ = ¢o two solutions with N = 2 branch off from the solution fi(&) (with N = 1); we
denote them by f2(€). Each solution has two imaginary parameters n;and 722. At the branching point
721 = M1 and the real values 711, 122, c2, p and function |f;(§)| are determined from the following
system:

Re[P1(£)P1(¢)]
[P (&) PL(E)]

1 ,
ol -2 [ 2L

W ([ f1l, 1) ¢’ =0,

1
/COS(CE)W(’fﬂvM)dg:O k=12
11— nug| 7 o

[ esin(cW (1], )
J, [T —n11&[(1 = n996)

=0, k=1,2,...,N

[ € cos (cOW (I, )
J, 11— n11&](1 — n958)

=0, k=1,2,...,N

1
/\flos)r?ds _1-0.
1

At the point ¢ = ¢3 two solutions with N = 2 branch off from real one fy(§); we denote them
by f2(§). This is the case of branching with changing the polynomial degree by two. Each solution
has two complex parameters ng1and 722. Each of these pairs are calculated separately (curves 2'1, 22
in Fig. 11). At the branching point 121 = 722 and they are imaginary. The real values 721, ¢3, function

Mathematical Modeling and Computing, Vol. 1, No.2, pp. 121-134 (2014)



128 Andriychuk M. I., Bulatsyk O. O., Voytovych M. M.

[fo(§)] = fo(§) and p are determined from the following system:

1

alfo@] —2 [ D w15y ag =0,

1
/ WSl ) e
(1- 77215 )

1
/5sm W (1fol.1) g _ g

1= 215)

/ fo(€)Pdg — 1= 0.
21

At the point ¢ = ¢4 the solution f1(£) branches without changing the polynomial degree: two
new solutions f1/(§) with N = 1 branch off from it. Each of them have one complex parameter 1;/1
(curve 1’1 in Fig.1). The equation system for the branching point ¢4 and imaginary (at this point)
711 = M1/1 is obtained from the condition

D(c) = det(F') =0, (27)
where
F={® T},
{ach]- }N {achj }N
o Mg S =1 LNk S =1

{a\pN]- }N { OV y; }N
Mg S =1 LNk S =1

is the Jakobi matrix of these functions. Condition (27) gives the additional transcendental equation to
system (16):

5811165 DL 5200805 (Lf1, w)dg

=0.
(1 _771152 3/2 1_77 52)3/2

n1

Fig. 2 and Fig. 4 show the main part o of functional (21) reached on the real solution f,(§) (dashed
line) and on the solutions with different values of polynomial degree for given function F?(¢) = 1/2,
a = 0.4 and o = 0.9, respectively. In the synthesis problem according to given radiation pattern [12],
the minimal value of the functional considered there was reached on the solution with the largest
possible value of N. For the functional (21), which consider here, such properties does not take place.
This fact is explained existing additional term in (21).

Mk 2 M
1

05| /// 15|

0 21 11 Ll
22 \<

05| 1 osl

1L T
c 0

3 35 4 4.5 5 55 6 6.5C 7 G 8 3 35 4 Gi45 5 55 6 C 6"3 7 GG 8

Fig. 1. Parameters nyy for the linear antenna. F2(¢) =1/2, a = 0.4.
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Fig. 2. The main part oq of functional (21) for the linear antenna. F2(§) =1/2, a = 0.4.
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Fig. 3. Parameters 7y for the linear antenna. F?(¢) =1/2, a = 0.9.
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Fig. 4. The main part o of functional (21) for the linear antenna. F2(£) =1/2, a = 0.9.

6. Linear antenna array

The next example is related to the linear antenna array which contains 7' = 2M + 1 identical radiators
equidistantly located with the distance d between them (for simplicity, we chose the number of radiators
as odd one). The radiation pattern of the array has two factors: the pattern of individual radiator and
the array factor. As a rule, the pattern of one radiator is known, and it can be taken into account in
the given function function F2(¢). The array factor is described by the discrete Fourier transform

M
O =1A© =\ [2 3 wewlicne), 29
n=—M

where v = {u,}, n = —M,..., M, is the 2M + 1-dimensional vector of complex components,
¢ = kdsin 0y, where, as before, [~fg, 0] is the interval of angles, in which the function F2(¢) is given.
We denote this factor by the same symbol f(£) and call as the pattern. Here, as before, the generalized
angular coordinate is defined by the formula & = sin 6/ sin ;.

The function f(&) defined by (28) is periodical, its period is 2w/c. We formulate the functional in
the synthesis problem inside of this period; the integration interval is [—1,1]. For this reason the value
of ¢ is limited by the condition ¢ < 7.
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The functional to be minimized in this case is

M

1 1
o) = / (F2(6) - 1F©OR) de+a S funl — u / FO)2de, (20)
—1 -1

n=—M

where the given real function F?2(¢), ¢ € [-1,1], is given. The norm equality has the same form (22),
w1 is an unknown Lagrange multiplier.
The adjoint operator A* is

1
[A*v], = < v(€) exp (—icné) dE, n=-M,...,M, (30)
I

and the operator AA* acts as follows

1

470} (©) = o [o(€)

sin (cT'(§ — ¢£')/2)

sim (e(e —€)/2) (31

After some transformation (see [1], p.122), the kernel in (31) is reduced to

sin (¢T'(€ —¢')/2) _ sin(Tc€/2) cos(Teg' /2) — cos(Tc€/2) sin(T'c€’ /2)
sin (¢(§ — £')/2) (tan(c§/2) — tan(cg'/2)) cos(c§/2) cos(c€'/2)

and the Lagrange-Euler equation for functional (29) obtains the form (8) with the following nota-
tions: [a,b] = [=1,1], s(§) = sin(T'c§/2) /cos(c€/2), q(§) = cos(Tc€/2) [cos(c§/2), T(§) = tan(c€/2),
p(§) =1.

For the considered case the system of integro-transcendental equations for |f(§)|, nnk, and p has
the form

RG[PN(T)PN(T/)]
[P (7)[[ P (7))

1
TP sin(Te/2)W (| f] 1) 5. B '
/ | Py (7)| cos(c£/2) g =0, k=1,2,...,N; (32b)

/ sin (cT'(§ —¢')/2)
al f©)] — 2/ sin (c(§ —¢')/2)

w (‘f‘v:u') dfl =0, (323)

/1 7h=1cos(Tc€ /2)W (|£], )
| Py (7)] cos(c€/2)

=0, k=1,2,...,N; (32)

1

JUGREEE (324)

-1
The numerical results for the case of linear antenna array are presented in Figs. 5,6. Fig. 5 demon-
strates the behavior of 7y}, versus the parameter c for given function F2(¢) = 1/2 and a = 0.9. Fig.6

shows the main part of functional (29). The qualitative behaviors of these results are similar to those
for the case of linear antenna, except of the condition ¢ < 7.
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Nk

] — ]

1 L =|

05t ” , J

0 l,l
05L 22 12

1L 4
-15¢ \ \ \ \ \ \ | | \ . _dc ; \

1 G122 14 16 € G2 24 G5 26 28 3 1 €112 14 16 Cr €32 22€% C 26 28 3

Fig. 5. Parameters 1y for the linear antenna array. F2(£) =1/2, a = 0.9.
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Fig. 6. The main part o¢ of functional (29) for the linear antenna array. F2(¢) =1/2, a = 0.9.

7. Planar circular antenna

The third example relates to the planar circular antenna. In general case the radiation pattern of the
planar antenna is calculated from the field on its aperture with accuracy to a constant factor by the

oty fld) = // )exp (ic(r - d)) dr, (33)

where r and d are the radius-vectors of the points on the aperture D and on the unit sphere (angles
in the far zone). In particular case, when the aperture is the circle of the radius R and the field u(r)
does not depend on the angular coordinate ¢, then the pattern depends only on the coordinate € and
formula (33) can be rewritten in the one-dimensional form

R

f(&) =[Au)(¢) = /Jo(crg)u(r)rdr. (34)

0

Here ¢ = kRsin 6y, & = sinf/sin by, Jo(crf) is the Bessel function of zero order. The angular interval,
in which the function F? is given, is in this case 6 € [0, 6], what corresponds to & € [0, 1].
The functional to be minimized is

1

1 1
= [(F© - 5@ et +a [ lutr)rar—u [ I50)Peds (3
0 0

0
1 1
/ F2(6)ede= / F(©)Pede.
0 0

The adjoint operator A* is defined as

The norm equality has the form

1
/ ) Jo(er)ede,
0
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and the operator AA* is described by the formula

[AA* /gJO Cg ‘]1 Cé-) 5/‘]0(65)‘]1 (Cé-,)v(fl)gdf/-

—(&)?

The Lagrange-Euler equation for this case has the form (8) with the following notations: [a,b] =
=[0,1], 5(¢) = Jo(c€), q(&) = &J1(c€), 7(€) = €2, p(¢) = &. Similarly as before, the constant factor ¢
is omitted in this equation.

The system of integro-transcendental equations for |f(§)|, nvk, and p has is

Re[P (1) Py (')

d¢' =0
P ()] [ Px () =

alf(©] -2 [ KE€HW (Sl
0

1
(&) " Io(cW (If] 1)
[P (7))

d¢=0, n=12,...,N;

=]

1

[l eneow i
J [Pa(r)

1

/ F(©)2ede —1 =0,

0

d¢=0, n=12,...,N;

In this case the solutions can branch only with changing the polynomial degree N by 1. The
numerical results for the case of planar circular antenna are presented in Figs. 7, 8.

Nk NNk
11/_\/ 22 g
0
’ 6! 11
4
4 21
6 2 21
c 0 22| ¢
5 6 7 8 9 5 6 7 8 9

Fig. 7. Parameters 7y, for the circular aperture antenna. F?(¢) = 1/2, a = 0.9.

0.1+

0.05

Fig. 8. The main part o¢ of functional (35) for the circular aperture antenna. F?(¢) = 1/2, a = 0.9.
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8. Conclusions

In this work the antenna synthesis problem according to the prescribed power radiation pattern with the
equality norm condition was considered. The problem was reduced to the nonlinear integral equation
of Hammerstein type. It was solved by the usage of polynomial approach, developed earlier for the
synthesis problem according to the given amplitude radiation pattern. This approach leads to the
system of integro-transcendental equations, which are solved by the modified Newton method. The
concrete problems relating the linear antenna, equidistant antenna array, and the circular aperture
antenna are numerically solved and obtained results were analyzed.
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3acTocyBaHHA KOHUeENLUIiT NOPOAXKYIOHUX NONIHOMIB A0 3a4adi CUHTe3y
aHTeH 3a glarpamMmoto 3a MOTYXXHICTIO

Amnnpiiiayk M. 1., Bymamuk O. O., Boitrosua M. M.

Incmumym npuksadHuT npobaem mexaniry i mamemamury Hauionasvrol axademii nayx Yxpainu
eya. Hayxosa, 3-B, 79060, Jlveis, Yxpaina

Posrisimaerses 3amada cuare3sy anTeH 3a 3a/IaHOIO JiarpaMO0 HAIPSIMJIEHOCT] 3a MOTY K-
HICTIO 3 JIOJATKOBOIO YMOBOIO piBHOCTI HOpM. BoHa po3B’a3yeThCsT 3 BUKOPUCTAHHSIM KOH-
nen il mopopKydnx mosinomis. CdhopMynboBaHa BapialiiiHa IOCTAHOBKA 3 HACTYITHIM
BUKOPHUCTAHHAM MeTO/ly MHOXKHUKIB Jlarpamxka. Piusuna Jlarpamxa-Eitnepa mjs ozep-
JKAHOTO (PYyHKITIOHAJIA € HEJIIHIHHUM iHTerpaJbHUM PiBHsIHHsIM THily ['ammepinreitna. Onu-
CaHO TOJIHOMIaJIbHAM MiZXiST ¥ 3aCTOCYBaHHI JI0 3arajJbHOTO PIBHSIHHS TAKOTO THUILY, SIKE
OXOILTIOE pi3Hi Tunu anTteH. [l po3B’si3yBaHHS IHTErPO-TPAHCIEHIEHTHIX PIBHSHB, IO
OJIEPKYIOThCA IIPHU IIHOMY, BUKOPHUCTOBYEThCA MoaudikoBanmit merosn, Heorona. Ilixxis
3aCTOCOBAHO JI0 KOHKPETHUX 33/1a4, IKi CTOCYIOThCS JIIHIINHOI aHTEeHH, eKBiIMCTAHTHOI aH-
TEHHOT I'PATKU Ta KPYTroBOI anepTypHOl anTeHu. [IpuBeieHo Ta nmpoaHa/i30BaHO ojieprKaHi
YUCJIOBl Pe3yIbTaTH.

Knwo4osi cnosa: cunmes anmen, kKpumepiti 3a nomyostchicmio, pistanmna I ammepuwmerti-
HA, NOPOINHCYIOYUT NONTHOM
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