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B Ham dYac mpakTHYHO BCi CepeqHi Ta BEJHKI KOMIAHIT
BHKOPHUCTOBYIOTH iH(opManiiiai Texnonorii (IT). Haa3suuaiiHo Baxko
BTPUMATHCh Ha PUHKY 0€3 TeXHOJIOTiuHOI mATpHMKH. IT noBcroau, BOHH €
GiNIbLI PO3MOBCIOKEHUMH 1 HAbaraTo JCHICBIIMMHE, HDXK Oyiu B KiHIi XX
cr. Ha novatky epu oud)poByBaHHs IHBECTHLIT B TEXHOJIOTI] BUIABAIICH
JIOCHTB IPOCTHMH, aJIe 3apa3 Li¢ UTaHHs 3HAYHO YCKIIaIHHUIIOCE.

Ilepmr 3a Bce MeHeMKEp KOMIIAHIi MOBMHEH BIANOBICTH Ha
3alUTaHHs, YM BapTo iHBecTyBaTH KowTd B IT. SIKIIo iHBeCTHIls Taku
HoTpiOHa, TO HACTYIIHUM BaX/JIMBUM 3aBJAaHHSIM € BHOIp TEXHOJNOTIL.
KoxHiii iHBecTHLIi] MOBHHHEH II€pEeAyBATH CKOHOMIYHHI aHami3. VY
JIeSKUX BHIIAZKaX HE BapTO IEPEXOIHUTH 31 CTAPUX TEXHOJOTiH Ha HOBI,
OCKUIbKH Li¢ HE NpHHECe KOMIIaHii 3HauHMX HpUOyTKiB. bimblue Toro,
inBectuuii B IT € pu3ukoBaHMMH, 1X BBEICHHS MOXKE 3alHITH HABiTh
JIeKLIbKa POKIB 1 He 3apkau Oye ycmimHuM. 3rigHo gociimkens Standish
Group ymme 10% inBectuuiii B IT Oymu 3aificHeHi y 3aIuiaHOBaHMIl
TEPMiH Ta 3riIHO 3aIJIAHOBAHUX BHUTPAT. bilIble TPETHHHU TAKHX MPOEKTIB
6yso npunuHeHo [17]. He3Bakaroun Ha Te, 1m0 BBeleHHs HOBUX IT B
KOMIIaHil € pU3MKOBaHUM, BOHO TAKOX MOXE OYTH i BUT1IHUM.

OcraHHIM yYacoM 3pocrae norpeba OOYHMCICHHS HAOOpIB JaHHX.
Tomy koMmaHii iHBECTYIOTb y BIACHI LeHTpU 30epiraHHs Ta 00poOKu
nanux (LI30O/I) abo y xmapHi oGunciieHHs. Y JTaHiid po6oTi HaBeaeHO
aIbTEPHATUBHI MOXKJIMBOCTI — PIIICHHs HAa OCHOBI rpa)iuHHX aJanTepiB.
Ile OararooOilsioya TEXHOJIOTIsA, BOHA 3HAYHO JI€LIEBIIA 1 HE
pocrnoBciopkena y €ppomni. Came ToMy ii BIPOBa/DKEHHS MOXe OyTH
JIOCUTB ITPUOYTKOBUM TS KOMIAHil.

I'padiunuii nporecop 3arajbHOro MpU3HAYCHHs — 1e rpadiuHuii
ajanrtep, SIKHEI Moxke oOuucioBaTH HerpadidHi HabOpH JaHHX.
I'padiunuii  mpoumecop Moxe 00OpoOJSTH JaHi MIBWALIE, HIX
LEHTpaJbHUI MHPOLIECOp 3aBIIKHM MapajelbHIil apXiTekTypi sapa Ta
neBHii KinbkocTi sjep. LleHTpanbHHN MpOLEcOp Mae JHMIIe KijbKa
¢di3uyHEX sgep B TOH 4ac, Koau rpadivHuil mporecop Moxe MaTd 1X
cotni (Mau. 1, mxepeno [15])[2][6][11].

PiweHnst, mo 0a3yrThCs Ha TEXHOJIOrii rpadiuHOro mpouecopa
3arajgbHOrO MPH3HAYCHHS, CTAIOTh LIOpa3 MOMYJSIPHILIMME, 30KpeMa y
CHIA Ta A3ii. CynepkoMi’ioTepd 3 rpaiqHUMH IPOLECOPaMH
3arajJbHOr0 IPHU3HAYCHHS € JCIIeBHHUMH MOPIBHSHO 3 Tpylamu
KOMIT'FOTEpiB, 1[0 MalOTh JIMIIE LEHTpaJbHUH mporecop. Hampukia,
BNP Paribas Corporate Ta Investment Banking 3aminmma 500
CTaHAAPTHUX sAEpP LEHTPAIBHOrO IMpolecopa JHIle ABOMA rpadiuHoro
Hpolecopa 3arajpHOro mnpu3HadeHHs. HoBa mimatdopma eKOHOMHTBH
€JICKTPOCHEPTiI0 (KOMIT'FOTEp 3 TpadidHUM MPOLIECOPOM CrioxuBae 2KkBr,
500 ueHTpanbHHX mporecopiB croxusanu 25kBt). HoBa apxitekTypa
MOXe OOpOOJISITH OfHY THCSYY MIUIBSPAIB OOYMCICHb 32 CEKYHIY.

IoennaBumn  00YMCIIOBAIBHY — (QYHKI[IFO T4 HHU3bKE CIIOXKHMBAHHS
eNIeKTpOeHeprii, — pillleHHss Ha OCHOBI  rpadidHoro  mpouecopa
YMOXKJIMBIIIOIOTh ~ CTOKpPAaTHE 30UIbLICHHS KUIBKOCTI  OOYMCIeHb 3

po3paxyHKy Ha Bar. [2][4][15].

PiumreHHs Ha OCHOBI rpagiuyHOro mporecopa 3arajbHOro IpH3Ha-
deHHs € MaiiOyTHiM IT. /laHa TeXHOMOris € BaXKIMBOIO HE JIMLIE IS
6i3Hecy, ane it a1 gocmigHukiB. Ls iHHOBamis € 060B’s13k0BOM0O. be3
Cy4acHHX pIiLIEHb €BPONEHCHKI MIAMPUEMCTBA HE MOXYTh 3aJIMLIATHChH
KOHKYPEHTOCIIPOMOXXHHMH Ha puHKy. TexHouoris Ha ocHOBi rpadiu-
HOTO IIPOLIECOpa 3araJIbHOr0 MPH3HAYCHHS € HE JIMIIE IHHOBALI€lo, e
TaKOX Croci0 MiTHATH KOHKYPEHTOCIPOMOXHICTh Ha PHHKY.
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IT is evolving. The technology is becoming more and more
available because of increasng accessihility, decreasing prices
and user-friendly interface Technology based on GPGPU
(General Purpose Graphic Processng Unit) is an innovation
which brings huge economical profits. In spite of thisfact it isnot
popular in Europe. The artide is focused on analyss of
drawbacks and benefits of GPGPU computing. Moreover, in the
artidethere are described examples of successimplementations of
GPGPU based solutions into a business Aim of those
deliberations is to prove a thesis that innovative GPGPU
technology can bring significant profits. Research methods
adopted in the article are literature analyds, observations and
experiments made by computer smulations.
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[. Introduction

IT is everywhere. It is hard to imagine companies
without IT support. The implemented technology is
basically the same — corporations and big companies are
using similar systems, delivered mostly by the same
vendors. Certainly, the companies are not able to work
without IT, but does IT still create a competitive
advantage? Can IT be an innovation?

First of all the company manager should answer the
question if it is worthy to invest money into IT. If investment
is needed, the second important issue is which technology
chooses. Every investment should be preceded by economic
analysis. In some cases it is better to not switch from old
technology to new one, because it will not bring significant
profits for company. Moreover, IT investment are risky, the
implementation can take even few years and not always is
successful. According to Standish Group research only 10%
of IT investment was realized in planned time and expenses.
More than one third of such projects were stopped [17].
However, the introduction of new IT solution into company
is hazardous can be also profitable.

Recently, the need of computation large data sets is
growing. In order to fulfill it, companies invest in own
data centers or cloud computing. This paper will show
alternative possibility — solutions based on graphic cards.
This technology has high potential, is considerably cheap
and not widely used in Europe. That is why, implemen-
tation of it can be profitable for company.
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Il. IT background

At the beginnings of IT the technology itself was
extremely expensive. Moreover, computer literate staff was
hard to find. The first super-computers in early 80’s were
worth more than 5 million dollars. One decade later the price
decreased to 1 million §. Although the technology was more
advanced, the value of a single machine fell down. Nowa-
days, the high performance computers can be bought for less
than 100,000$ [6]. Furthermore, highly competent emplo-
yees with excellent computer literacy are available on the
labour market. Those factors create a good basis for invest-
ment. Surprisingly, in spite of the fact that the technology is
accessible almost for everyone, its popularity is quite low.

It is easy to notice, that the high-tech technology
nowadays is considerably cheap. The question is if it is
still innovative enough to create a competitive advantage.
The computers with more than one core, introduced at the
beginning of the first decade of XXI century, have
quickly become considerably cheap and they do not boost
computing performance in a spectacular way. Although,
the GPGPU (general-purpose computing on graphics
processing units) technology is also not ‘expensive’ and
gives huge opportunities, it is not popular. The market
share of solutions based on GPU (Graphics Processing
Unit) computing is quite small in Europe [12]. The
GPGPU is not a new technology; it has been developed
since 2000. In spite of the fact that it achieves enormous
performance boost, it is not common. Switching from the
CPU based technologies to GPU based solutions could
bring some benefits in niche environment. [1][2].

[ll. Basic description of the technology

Graphics Processing Unit (GPU) computing or general-
purpose computing on graphics processing units (GPGPU) is
a new way of exploiting graphic card processors. Ordinary
GPU processes graphic data only. A new generation unit is
able to handle computation made by CPU typically. Such a
type of GPU is produced by nVidia (CUDA) or ATI
(Stream). The working concept of both is more or less the
same, but construction and performance are completely diffe-
rent. One of the similarities is high performance, significantly
higher than in case of CPUs. The GPU is able to process data
faster because of core parallel architecture and the number of
cores. The CPU has only a few physical cores while the GPU
can have hundreds of them (Fig. 1, source [15])[2][6][11].
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Fig. 1. Architecture comparison of CPU and GPU

Multiple Cores

It is worth mentioning that GPU computing does not
use only the GPU to process data. The model assumes
that GPU and CPU are cooperating. The part of
application which is computationally-intensive is
processed by GPU in order to boost performance. The
sequential instructions from those applications run on the
CPU. As aresult, the computation is accelerated [15].

IV. Market competition

Two companies which are producing the GPGPU
cards exist on the market: ATI(Stream) and
nVidia(CUDA). Although the general concept of GPGPU
is the same, the cards structure and design are not the
same. Differences in the construction of cards impose the
application of different main boards and other computer
subassemblies. Therefore the software made for one
graphic card is not compatible to other GPGPU. Even the
programming languages used by software developers are
dependent on a graphic card producer.

Although the technology of GPGPU seems to be ‘the
same’, differences between products of ATI and nVidia
are huge. Switching from one solution to another is
impossible. Moreover, the software written for nVidia is
useless for ATI and vice versa. In spite of the fact that all
GPGPU cards can boost computing performance, the
architectures should be used to different types of the
calculations. One architecture is better for financial data
modelling, other for bioinformatics computation. In order
to get the best performance, one should choose the
graphic card with the architecture suitable to the problem.
It is not so easy at it seems to be. Despite the fact that one
architecture can ideally match the numeric problem, there
can be a problem with software required to make a
computation. Actually, the nVidia solutions are more
popular than ATI. The common software like MATLAB
is able to use CUDA to boost computing performance.
Moreover, at 391 Universities all over the world there are
academic subjects about CUDA. Today the market race is
won by nVidia, but ATI does not stay far behind [15].

V. GPGPU usage on CUDA example

GPGPU has been developing fast. The technology is
adapted to boost computing performance in diverse areas,
such as [15]:

¢ Bio-Informatics and Life Sciences,

» Computational Electromagnetics and Electrodynamics,

» Computational Finance,

» Computational Fluid Dynamics,

» Data Mining, Analytics and Databases,

* Imaging and Computer Vision,

* MATLAB Acceleration on Tesla and Quadro GPUs,

* Medical Imaging,

* Molecular Dynamics,

» Numerical Packages,

* Artificial Intelligence (neural nets)

* Weather, Atmospheric, Ocean Modelling, and Space
Sciences,

 Others.

“ECONOMICS & MANAGEMENT 2011” (EM-2011), 24-26 NOVEMBER 2011, LVIV, UKRAINE 15



Each year technology enables faster and faster
computing. According to some data from 2010, the GPU
boosted performance even 149 times in comparison to
CPU (fig 2, source [13]).
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Fig 2. The computing performance boost

The decrease of time required to compute a certain
problem depends on the kind of the task, model of the
graphic card, the computer architecture, quality of software
and quality of data. Apart from the problems mentioned
above, GPU is generally efficient in computing [9]:

» Large matrix/vector operations,

* Protein Folding,

* Ray Tracing,

» Sequence Matching (Hidden Markov Models),

* Speech Recognition,

¢ Databases,

* Sort/Search,

* And many, many more.

Data parallelism is a key of GPGPU efficiency. The
ability to use data parallelism means that huge number of
data is executed during the computation in the same time.
In order to achieve the parallelism the data should be
independent (in each step in the computation). Usually,
this approach requires redesigning of the existing
algorithms or designing some new. To sum up, GPGPU
ideal ‘problem’ is characterised by high parallelism, large
data sets, no dependencies between data, high arithmetic
intensity and continuous work without CPU usage [9].

VI. Business implementation

The solutions based on GPGPU technology are
becoming more and more popular. Especially in the USA

and Asia. The supercomputers with GPGPU are cheaper
that clusters of computers with the CPU only. For
example the BNP Paribas Corporate and Investment
Banking replaced 500 standard CPU cores by only 2
GPGPU. A new platform brings electricity savings (the
computer with GGPU consumes 2kW, the 500 CPUs
were consuming 25kW). The new architecture is able to
process one thousand billion calculations per second.
Computing performance together with the power
consumption, the GPU based solutions enable 100-fold
increase in the number of calculation achieved per watt.
The financial data can be processed by GPU platforms
faster than on CPUs. Impressive performance boost is
visible in computing the Monte Carlo algorithm and
random numbers generations (those mathematical
operations are useful in options pricing and risk analysis
like VAR)[3][4][5][16]. The random number generation
can be faster up to 50x (Fig. 3, source [14]) [11]. Another
example of implementation of GPGPU into the finance
sector is Hanweck Associates, LLC. The company
specializes in investment and risk management. The mail
offer of the company is recalculating options in real time.
A few years ago, this task was done by 60 traditional
servers (with CPU only). Now, the company is using only
12 CUDA graphic cards. It allows to process Volera
analyses for the entire USA options market in real
time[8]. Changing the technology to the GPGPU based
brings cost savings on electricity, the hardware costs and
data center- real estate[13][14].
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Fig 3. Financial data processing performance on GPGPU
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VII. European Commission for High
Performance Computing (HPC)

European Commission observes the problem of non-
efficient development of HPC in Europe. The HPC
technology is strongly explored in the USA and Asia even by
small and medium enterprises [7]. The fear was confirmed
by the research made by International Data Corporation. IDC
published the report which focused on the meaning of HPC
development to scientific and business competiveness.
Unfortunately, Europe stays far behind the world HPC race.
According to the report, from 2007 to 2009, share of
worldwide investment in HPC declined from 34 to 25
percent. It is not a good result if we take into consideration
the fact that the HPC market rockets each year. In order to
improve the EU situation IDC recommends a long- term
strategy which is supposed to[12]:

* Expand the number, size and access to HPC
resources across the EU,

* Create a set of HPC exascale development
lab/tested centres,

» Attract more students info scientific, engineering
and HPC fields, and attract more experts from around the
world to join EU scientific collaborations,

* Invest in development next-generation exascale
software,

» Target a few strategic application areas for global
leadership.

As a result of the activities mentioned above Europe
should become one of the leaders of the HPC technology by
2020 year. Moreover, the plan will cause the following [12]:

» Europe would be recognized as the hotbed for new
science and engineering research and innovation,

* The plan would preserve existing jobs and create
many new jobs in both science and industry, and make
national economies grow faster.

Moreover, the EU authorities were advised to improve
HPC accessibility to small and medium companies.
Without this, the competition on global stage is lost. The
USA small and medium companies have already done
that e.g: BMI, Intelligent Light, L&L Products or Swift
Engineering. The companies implemented the innovative
HPC technology which helped to adjust to the changing
business surroundings. Moreover, the USA government
supports the companies which invest in HPC solutions.
Europe has to make serious movements in order to
smooth the gap.

VIII. Conclusions

The GPGPU based solutions are the future of IT. The
technology is significant not only for business but also for
researchers. The innovation is a must. Without the up- to-
date solutions FEuropean enterprises cannot stay
competitive on the market. The GPGPU based technology

is not only an innovation it is also way to increase
competitiveness on the market. If correctly used, the HPC
technology can bring huge profits for a company and for
the European economy.
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