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Abstract – The expanded transition probability matrix with 

size of  nS S S   is used to represent n-order Markov 

process, which consists of S components, through first order 
process. With growth of process order the matrix size increases 
rapidly and a lot of resources are needed to store it, although 
many of its elements are zero. In this paper we propose to split 
states of Markov processes to "fictitious" depending on the 
model order, which can significantly reduce the size of the 
transition probability matrix. 
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I. Introduction 
The theory of Markov processes is widely used in 

problems of estimation and prediction of software 
reliability [1, 2]. It is proposed to use higher order 
Markov chains to take into account independent 
components execution in software, but the practical 
application of these chains in reliability models still 
remains an actual problem [3, 4]. 

An important applied aspect of reliability models based 
on Markov processes is the calculation of higher order 
transition probabilities between the system states. For first 
order processes such mathematical tools are well 
investigated and lead to the solution of Kolmogorov-
Chapman differential equations in the case of continuous 
time [5, 6]. On the other hand any higher-order Markov 
process can be represented through the first order process 
[7, 8]. The algorithm should be formalized for 
representation of software implementation of models that 
use higher order chains. For example, in [7, 8] it is 
proposed to represent transition probability matrix of 

second order Markov process 2P , which contains S  
states, in the form: 
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where ijkp  – transition probability from state iS  to state 

jS , and then to state kS . But due to the fact that there are 

no the second order routes between the states many 
elements of the matrix are filled by zeros, so this 

representation is not efficient in terms of program 
implementation as it requires lot of memory to store zero 
elements of the matrix. 

II. The algorithm of representation of higher 
order Markov process through equivalent 

first order Markov process 
Using the analogy with the known method of Erlang 

phases [9] it is possible to represent higher order Markov 
process as an equivalent first order process with 
additional fictitious states. In addition, each state of the 
initial graph (geometrical scheme shows the possible 
states of the system and the possible transitions between 
states in the system) is split into a number of fictitious 
states, which equals to the number of different paths to 
leading to this state. Thus, solution of the problem, in 
fact, is reduced to the usage the apparatus of graph theory. 

As an illustration the proposed approach consider Fig. 
1a. It shows the transition graph for a system of four 
components. Considering the second order Markov 
process, there are two routes leading to the state 4S : 

1 2 4S S S   and 1 2 4S S S  . According to the 

proposed approach, the state 4S  can be "splitted" into two 

fictitious states 1
2S  and 2

2S  and the system will then have 

the form as shown on Fig. 1b. 
 

 
a) 
 

 
b) 

Fig. 1. The example of equivalent transformation  
of second-order Markov process to the first order process 
 (а – the states graph of initial system, b – the states graph  

of system with fictitious states) 
 

Let the kM  be a matrix, which elements k
ijm  denotes 

the mean number of possible routes of k-th order from 
state iS  to jS . 

Consider matrix 1M , elements of which denote the 
number of first-order transitions between appropriate 
states, shown in Fig 1а ( 1

12 1m   is the element of matrix 
1M , meaning that there is a single first order route from 

state 1S  to 2S ): 
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It is easy to show that matrix 2M , which contains 
number of routes from state iS  to jS  up to the second 

order, has following form: 

2

0 2 1 1

0 0 0 0

0 0 0 1

0 0 0 0

M

 
 
 
 
 
 

, 

where 2
12 2m   means that there is one second order route 

(second order Markov chain) 1 3 2S S S   and one first 

order route 1 2S S  from state 1S  to 2S . 

The matrix kM  has the following properties: the sum of 
all elements in the j -th matrix column is the number of k -

order routes that enter state jS  (number of fictitious states 

jS  should be splitted to), and the sum of elements in the i -

th matix row is the number of routes exiting from state iS . 

Therefore, it is possible to use a formula based on 
Floyd method for obtaining the number of k -order routes 
from state iS  to jS : 
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where S  is the number of all system states, ij  – 

Kronecker delta. 
In this way we obtain an extended transition probability 

matrix, which is used as a basis for building Kolmogorov-
Chapman differential equations system. In the case of 
variable order Markov process the different order value is 
used for each state, without changing the essence of the 
calculation process in formula (1). 

Conclusion 
The paper shows a new approach for representation of 

higher order probability matrix through the first order  
 

with a minimum number of zero elements. The advantage 
of the proposed approach is its clearness, applicability to 
Markov processes of any order (including variable), direct 
usage of the obtained extended matrix for building of 
Kolmogorov-Chapman differential equations system. 
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