[linTBepmKEeHO, O I 300paKeHb MOBEPXHI PO3MOJIICHA JUCIEPCis, CHIyeTH iHTCHCHBHOCTI Ta
3HIMKH 1HTEHCHUBHOCTI XapaKTepU3ylOTh CTYIIHb OOpOOKHM MOBEpXHI MaTepiany, CTPYKTYypHI BIACTHBOCTI
Tomo. Po3pobieHi aaropuTMu IPyHTYIOTbCS Ha JEKOMIIO3MLII MPOCTOPY OOYMCIEHHS CTaTUCTHUYHHUX
O3HAaK, 30KpeMa, CTOBIIISIMU Ta PSAAKaMH 300paKEHHS, 32 MAKCUMAaIbHUMH (MiHIMAJIbHHMH) 3HAYCHHSIMHU
IHTEeHCUBHOCTI, pO3MipaMH iHTEHCUBHOCTI y (hparMeHTax.
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Po3rasinyTa cTpyKTYpa IHIyKTHBHOI TEXHOJIOTII cHCTeMHHX iHGopManiiHO-aHAJITHYHIX
HOCTizKeHb 3 mo3ulii iHgopmauiiHo-1oriynux 3B A3KiB ii miacucrem Ta 6J10KiB. 3rinHo 3 HuM
MiAX0I0M ONMHCAHO YBeCh TEXHOJIOTIYHWII mpouec cHCTeMHHMX iHGopManiliHO-aHAJITHYHUX
HAOCJiI7KeHb iHHOBALIHHOI0 CIIPSIMYBAaHHSI Bi/l IOCTAHOBKH NPO0JIeMH /10 YXBAJCHHA PillIeHHS
CTOCOBHO BHOOPY QiHATBHOIO pe3yabTary.

Kuro4ogi cjioBa: aHaJiTHYHe NOCTINKEHHs, JIOTi9YHA CTPYKTYypa, iHGopmanis, KpuTepii.

In this paper the structure of inductive technology of system-information-analytical
researches from the standpoint of informative-logical relationships of its subsystems and
blocks has been observed. Under this approach, the whole technological process of system-
information-analytical researches of innovative direction is described from the formulation of
the problem before making of decision regarding the choice of thefinal result.

Key words: analytical research, logical structure, information, criteria of choice.

Introduction
The modern technologies of system-information-analytical researches often focused not only on
creating the professional answers to solve a specific problem in a specific subject areas, but aso are an
important technological tools for constructing a solid analytical agorithms for solving complex problems.
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Such tasks might include several not related or frequently just tangential spheres, and intelligent ways to
solve them belong just towards the system-information-analytical researches (SIAR) [1].

1 Classification of moder n system-infor mation-analytical resear ches

Fig. 1 provides the classification of modern system-information-analytical researches (SIAR) in two
main directions that we conventionally named as:

1) system-information-analytical research of compiling direction;

2) system-information-analytical research of innovative (searching) direction.

The results of these two directions have the fundamenta differences. The first type of research
generates so-called secondary information products synthesized on information and knowledge from
previoudy received primary sources. The second type is aimed at creation of such primary sources, i.e.,
aimed at creation of new knowledge. Both types (directions) are belong to the genera field of system-
analytical studies. In the future, we will consider only the second type SIAR of innovation, or search
character. As examples, among many other such tasks, could be the strategic planning, technical,
economic, environmental, agricultural, social and other fields.

Directions of modern system-inform ation-

analytical researches

¥

IAR of SIAFR of
compiling character search (innowvation) character
¥ ¥
Secondary documents Prirmary documents of
baszed on primary information L original system research complex
problems
Information-analytic reviews Economy:
integrated marketing plans, etc.
Abstract reviews - o Ecology: environmental research,
foraract ot

Bibliographic reviews Agricultural sector: forecasts and

rlans, new technnlnoies, ete

Reports, digests < | »| Technigue: plans of development

the new technnlnoies, ete

Special information-analytical

Industry: integrated programs

Y

documents the develonment of indiistrie

Other secondary documents Other comprehensive pilat

[}
¥

studies in various fields

Fig.1. Classification of destinations (types) of modern SIAR.

2 Thebrief theoretical information on inductive technologies SIAR

The result of solving the pricing regulation problem will be considered as the document of
information and recommending (consulting) nature, which would contain the certain mandatory sections
and meaningful content.

Recall, that the result R’ ( I b) in inductive technology of system information-analytical researches

is a specific document D{ R (I, )} ,which reflected the resuits of system subjective analysis of a complex
object (process, phenomenon or problem at all), based on constructed during study optimal information
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basisl,: , conform with the requirements, has the information-consulting nature, endowed with a certain
official status, and access level [2]. D{R (1 b )} means ready and prepared according to the requirements
document, built on a set of optimal results { R™ (I, )} that may still be some sketchy character. This alone

results R" (1) differ from D{R"(I,)}.
In [2] — [3] described in detail the procedures and specid criteria for inductive SIAR technology

(IT SIAR). In Fig. 1 the information-logical structure of inductive technology of system information-
analytical researches of complex systems is provided. Below we consider a brief description of the

presented structure and the basic stages of creating a meaningful document D{R"(I;)} that we would

have to create with use the inductive technology SIAR already without deep examining of objects IT
SIAR.
Stage |. The formation of the upper level expert committee (ECUL) and the construction of initial

information base | é ; the formation of analytical groups A and B to perform a system-analytical researches
and synthesis of optimal information basis |, which should generate resuit of R (1;)e {R"(1,)} .
Stage I1. The creation the matrix of “target” result [2]:
€, ... €

E=(e)=| : "~ |
€

1
m mn

where the i-th row, 1=1, 2, ... ,m, represents one of the indisputable claims to the “target”
(benchmark) of the study result agreed with the position of the expert committee ECUL, and the j-th
column, j =1, 2, ..., N, represents the possible grade ratings of i-th element. Row, in our case, is one of
the necessary sections of the document and line items meaning formalized peer reviews (reguirements) to
its units listed, are also proposed and agreed upon by experts. The elements(€;;) of matrix E(RO(IéJ )
formalized by a specific algorithm based on initia findings of the upper level experts. For example, it may
be a median on the set of peer opinions on this item (eij) . It is important to note, that the matrix

E(R°(17)) concerns only to forms of future result and to the importance of reflection in it the most

important positions as well as their parts. Moreover, unlike the well-known information-analytical
techniques such as, for example, Delphi method, etc., the fundamental point is that the members of ECUL

who agreed with generalized estimated tolerances (&) of matrix E(R°(1?)), cannot change their

conclusions on the future result shape for the whole analytical project. The semantic component of all these
positionsis performed by analytical groups and tested by ECUL at each step the next phase 1.

Stage 11. The creation the “target” result matrix E(R°(17)) [2], that concerns only to forms of

future result and to the importance of reflection in it the most important positions as well astheir parts. The
semantic component of all these positions is performed by analytical groups and tested by ECUL at each
step the next phase I11.

Stage Ill. Therealization of information-analytical project by the following iterative procedure.

Step 1. The results Rk(lg)(A’B) by analytical groups A and B are synthesized; those results
include only the initial information basis |§ and for each such result, the experts exhibit estimates in the

matrix of W, | formalized by the same principle as for the matrix E(R°(1°)). The matrix W *
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displays the formal k-th result of Rk(ltf)achieved by the anaytica group A on s-step research

(s=1,...,S) and, respectively W ® reflects the formal k-th result of R, (1) achieved by the group B at

the same s-step of research.
Each synthesized result by system corelevancy criteria[2] —[3] is evaluated as:

CRcorel = \/Z Z (5|12 )WAWB (2)

i=1 j=1

and by system relevancy criteriaas:

CRrel = \/ZZ(&}?)W(AAB)E , 3)

i=1 j=1

where 5,12 are the some matrix of A% = (5,12) , elements of which and equal to the squared differences of

the same elements in the matched matrices W (R, (15))"**® and E(R°(I?)) as well as matrices

W (R, (15))* and W (R, (1:))® respectively. Each listed matrix has dimension of Nxm.

In addition to these criteria for the evaluation and to good management of general course of the
analytical project the third criterion of information bases balance [3] is used. This criterion is responsible
for monitoring informative component in inductive technology SIAR. It is designed for selection at each

step of this inductive procedure only in form and content the such information IJS for which requests
would matched for both analytical groups to deliberate approximation of the current information base to
optimum |; . The ambiguity in queries are not allowed. The criterion of information bases balance is as
[3]:
» for one step of research:
CR,, (1,) = ZK: oy, s=1,...,S
k=1

H sk(A) _ sk (B) (4)
0, if 1K™ = |
1, 0f 1K) g ®

and where K is the number of valid questions in requests on research s-step, and thus on s-step the
project moderator could supplies the both analytical groups with the unit (“portion”) of additional

S+
information "b  for minimizing the criterion:

l;" =argminCR, {1;", 1%} ®
I5e3y

where: o, =

Where‘jb isthe set of all requests for information from both groups on step of s;
« for the whole analytical cycle of the innovative project:

s K
CR, (1,)=>.>6, —» min . (6)
s=1 k=1
Further, the information monitoring system begins to operate. An additiona target portion of the
monitoring information formed by the Information Support Group (ISG — see Fig. 2). This portion of
information should complement the aready existing ensemble, in order to improve results, bringing them
to reference result.

S —_ —
Step 2, ..., S. The analytical results Rk(lb)’ k=12..,K , 5_1""’5, based on the results of
previous steps and targeted information are synthesized. Once synthesized, each outcome should be
checked by using the both criteria (2) — (3).
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At each step the criterion of (5) used as well with the accumulation of (6).
Minimum value of criteria (2) — (3) indicate the stop of inductive procedure of optimal result

synthesis R(1) (or alimited set of such results).
Thelast step of the IT SIAR-procedure is astep in which:
1) theresult that isthe best for the criteria and satisfy the customer is obtained;
2) theresult that can be improved, but it had satisfied the customer is obtained;
3) theresources of project (time, money, etc. for example) are exhausted.

Stage 1V. Forming the optimal results and consulting document D{R (1,)} . At this stage the two
analytical groups A and B under the control of the project moderator already for creating the final
document are activated.

Stage V. Transfer of the final unique result, framed in document D{R (1,)} .

Fig. 2. The information-logical structure of inductive technology of system
information-analytical researches of complex systems
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Conclusions

In this paper the structure of inductive technology of system-information-analytical researches
from the standpoint of informative-logical relationships of its subsystems and blocks was considered.
Whole technological process of IT SIAR of search-type, from problem statement up to choosing of the
final result, was described.
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3anponoHOBaHO MeTOX PEKOHCTPYKLil 300paskeHHsI, YACTKOBO CIIOTBOPEHOI0 PYXOM.
Xapakrep cnnoTBOpeHHs1 —3Ma3 (OHY 3 HECIIOTBOPEHHMM NepeAHiM miaHoM. /[Jist pekoHCTpYKIil
BHKOPHCTOBYIOTHCSI AJITOPHUTMH ABTOMATH30BAHOI0 NOUIYKY CIOTBOPEHOI iJSIHKH, Aude-
PEHIIIOBAHHSA Ta iHTerpyBaHHs 300paskeHHsI, MATeMaTHYHOI MOP(}oJIOTii Ta JeKOHBOJIIONII.
Kuto4ogi cjioBa: 300pakeHHs, epeAHii muian, Mop@oJioris, 1eKOHBOJIIOLIsA.

Reconstructive method for images, distorted by partial motion blur with unblurred
inclusions, is proposed. It involves the algorithms of automated blur detection, images
differentiation and integration, mathematical mor phology and deblurring.

Key words: image, foreground, mor phology, deconvolution.

IHocTanoBka nmpodJjaemMun

VY ramysi ungppoBoi 0OpoOKM 300paxkeHHs1 OaraTo yBaru NPHUIUIAETHCS IEKOHBOJIOLIT PO3ZMUTHX
pyxoMm 300paxeHb. 31e0UIbIIOro HaeThcs Mpo OOpPOOKYy pIBHOMIPHO CIIOTBOPEHHMX 300pakeHb, TOOTO
TaKuX, Ha KOXKHIM IUISHII SKUX BifOyJOCh CIOTBOPEHHS OJHAKOBOI MPUPOIU. XapaKTep CIIOTBOPEHHS
300paskeHHs BU3HAYAEThCsl 3HAYCHHAM (yHKIiT poscisaus Touku (DOPT). [ns piBHOMIpPHO CIIOTBOPEHUX
300pakeHb 3HaueHHs! OPT oxnHakoBe i1 ycboro 300paxenHs. Taki 300paKeHHS TOKPALTYIOThCS OIHUM 13
JaBHO Binomux crocoOiB (BiHHepiBcbka dinbTparis, Mmerox Jltoci-Piuapacona Tomio). OqHaK jKOACH 3 HUX
METOAIB HE MOKHA 3aCTOCYBATH, SIKIIO CIHOTBOPEHHS YaCTKOBE, OCKUIBKM OJHOYacHa 00poOKa BCHOTO
300pakeHHs], Ha SIKOMY € CIIOTBOPEHI Ta HECHOTBOPEHI IUISHKH, MPHU3BEE, 3p03yMislo, 0 mie OiIbIIoro
CIIOTBOpEHHS 300paxkeHHs. Taki 300pakeHHs 3 YACTKOBHM CIIOTBOPEHHSAM (Hagamii po3rIisaTHMEMO
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