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Meroto naHOi poOOTH € TPENCTABICHHS PI3HUX TEXHIK
po3lapanentoBaHHs aJIrOpUTMIB  BiJEONOTOKY, HaJaHi
atopmoro Kackaza, 1110 € HOBOIO CUCTEMOIO POOOTH Y
CYNEPKOMIT FOTEPHOMY CEpPE/IOBHIII, PO3POOJICHOMY ISt
00poOKM TOTOKIB MynbTHMenis. Cucrema copusie sK
MoOyIOB1 aJrOpUTMIB Tak i 3a0e3nedye KOMYHiKalliHHHUI
MEXaHi3M JIJIs TTHIIEPEHOT 0OPOOKH JaHUX, IO A€ 3MOTY
MaTH TepeBard 3  OOYMCIIOBAIBHOI  MOTY)KHOCTI
CyInepKoMI' I0Tepy.

Po3risiHyTi Meroau posnapanientoBaHHS BKIIOYAIOThH
paMHUil piBeHb CIIBHAIIHHS, SKWUH JOCSATAETHCS 3a
PaxyHOK pIBHOYACHOI OOpOOKH ITOCTITOBHHX pPaMOK,
0araTo3BsI3KOBUX TEXHIK Ta 0OpoOkH iH(OpMaIiHHIX
nmaHux. J[7s OCHOBHOrO pekuMa OOpOoOKHM MaHMX Oyio
JIOCII/DKEHHO ~ aBTOHOMHHMM  aHami3  30epe)KeHux
BillcoMaTepianiB Ta OOpPOOKHM B Mepexi Ta IOTOKIB B
peanbHOMY 4Yaci. EQEKTUBHICTH BHKOHaHHA B 000X
pexxuMax Oyllo BHMIpSHO Ha YOTHPHOX PYIOMICTKIX
aITOpUTMax pO3I3HAHHS 300paKeHHs, po3poliieHa s
MiATPUMKH  MEIUYHOTO EHJIOCKOMIYHOTO OOCTEe)KEHHSI.
[linBuieHHsT BHUKOHAHHSA QJITOPUTMIB  Oylno  ayxke
MIPIOPUTETHOIO 33/1a4€l0, B 3B’SI3KY 3 THM, IO MOBIJIbHE
BUKOHAHHS IEPEIIKO/PKAE YCIIITHOMY 3aCTOCYBAaHHIO B
peaJbHUX MEJUYHUX CHCTEMaX.

Jns  KOXKHOTO MeTofa  po3NapalieNioBaHHA — Oyiu
NPOBEACHI INIUPOKI YacoBi TECTH. 3a JIONMOMOTOI0
3alpoBa/DKEHHS]  aJrOPUTMIB  PO3MApaJieNliOBaHHs  Ha
PI3HHX EHIOCKOMIYHUX BiJCOMOCIIIOBHOCTEH, Oyiu
BUMIpSIHI MapaMmeTpH, MIO BIUIMBAIOTh Ha MOXKJIMBOCTI
00pOOKM JIaHMX aBTOHOMHO Ta B MEpEXi, a came piBeHb

O00poOKM JmaHMX Ta BHeceHI 3aTpuMkH. JlocsarHyTi
pe3yabTaTH  MIATBEPIXKYIOTH  BHCOKI ~ MOXKJIMBOCTI
wiathopmu  Kackama st peamizamii  mapajeiabHHX

anroput™iB. EQeKTUBHICTP BUKOHAHHS PO3IIISIHYTHX
MEIMYHHUX aJTOPUTMIB 3poCia A0 IOCTaTHHOTO PIiBHSA Y
MPakTHYHOMY 3acToCyBaHHi. Sk TOKa3ajiW 4acoBi
BUMIpPIOBaHHS, PAMKOBUI piBEHb pO3MapalielfoBaHHs OyB
BU3HAYEHUH sK e(eKTHHE pilleHHs Uil aBTOHOMHOT'O
aHaJti3y, B TOW 4ac KOJIM KOHBEEpHa 00OpoOKa AaHUX, M0
00’ eqHaHa 3 0araTto MOTOYHOK 0O0POOKOIO, 3a0e3Mmeuniu
BHCOKE BUKOHAHHSI 0OPOOKH JJAHUX B MEPEXKi.

Ilepeknax 3pobimeHo T'opekoBoro H.I'., meHTp
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The purpose of thiswork isto present different techniques of
video stream algorithms parallelization provided by the
Kaskada platform - a novel sysem working in a
supercomputer  environment designated for multimedia
streams processing. Consdered paralldization methods
include frame-leve concurrency, multithreading and pipeline
processing. Execution performance was measured on four
time-consuming image recognition algorithms, designed to
support medical endoscopic examinations. The achieved
results confirm high capabilities of Kaskada platform for
executing parallel algorithms. Frame-level parallelization was
proved to be a great solution for offline processing, while
pipdine processing combined with multithreading provided
high performancefor online, real-time analysis
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[. Introduction

At the time of rapid development of high power
computers, performing computation at low level, and
many arising challenges associated with more abstract
computer vision tasks, such as analysing videos from
surveillence cameras or analysis of medical images,
there appears to be a need for a solution effectively
connecting the two areas, enabling succesful
construction and execution of stream processing
algorithms in the environment of a supercomputer.
Kaskada platform[1], developed within Mayday 2012
project[2], isanovd approach in thisfield. Kaskadais a
universal runtime platform for algorithms processing
multimedia streams, e.g. videos and sound recordings.
The platform operates in Galera cluster system, using its
enormous computing power and making it available for
executed algorithms. It is a perfect solution for
algorithms presenting high demand on computational
power, examples of which are image recognition
algorithms supporting medical endoscopic examinations
of gastrointestinal tract.

Il. Kaskada platform

Except being a powerful execution environment for
time-consuming algorithms, Kaskada also provides a
universal external interface in the form of automatically
created webservices, enabling launching agorithms from
remote applications, e.g. from doctor’s office. Kaskada is
also a framework facilitating the construction of stream
algorithms. Platform performs al video decoding tasks,
passing raw frames to the algorithm. Also, extensve
communi cation mechanisms are provided by the platform,
enabling construction of highly parallelized, distributed
agorithms in the form of computational services
engaging multiple processors.
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It must be noted that the Kaskada platform supports two
classes of algorithms; stream agorithms, which are built
as a sequence of computational tasks, processing the input
data in a pipeline modd, and master-dave algorithms.
This paper is entirely concentrated on streaming ago-
rithms and methods of their parallelization.

[ll. Parallelized algorithms

For the purpose evaluating paralldization capabilities
of Kaskada platform, implementions of endoscopy-
supporting image recognition algorithms were used. Short
description of each algorithm is presented below. A
common feature of each algorithm is utilisation of
artificia intelligence based classifiers.

- Kodogiannisl algorithm detecting disease tissues
proposed by Kodogiannis et a, applying statistical
features and unique NTU transformation[3],

- Magoulasl disease detection algorithm devel oped by
Magoulas et a[4] basing on datistica features of
images,

- Magoulas2 extension of the previous agorithm,
expanded with 2D-DWT transformationg5],

- BaoupuLil cancer detection algorithm proposed by Li
and Meng. Incorporates multiple 2D-DWT and LBP
transformationg 6].

IV. Motivation for performance
enhancement

Image recognition agorithms supporting gastrointes-
tinal endoscopy examinations can be employed for both
online and offline video analysis. In online mode videos
must be processed in real-time, so algorithm’s processing
rate must be greater than video framerate. Moreover, it is
required that the delay introduced by the algorithm is
limited to about 0.2s. In offline analysis of stored videos
the delay has no significance, but processing rate is
expected to be considerably high in order to process long
moviesin short time.

However, computational complexity of algorithms
described earlier is high. Time required for processing a
typical frame of size 720x576 pixels measured on asingle
Galera's processor for the algorithm Kodogiannisl is
0.4s, while for the other agorithms the time is above 1s.
At the same time, a typical video stream has a framerate
of 25 frames per second. Also, the delay implicated from
single frame processing time exceeds the acceptable level.
Hence, a sgnificant increase in processing rate as well as
shortening the delay are highly desired.

V. Parallelization methods and results

Several ways of parallelizing streasm dagorithms are
enabled by Kaskada platform. The parallelization tech-
niques described later in the article were applied on
presented algorithms and. For each case, required para-
meters were measured: the processing rate, represented
by the average number of frames processed per second,
and the delay, being a single frame processing time. Tests
were performed on 5 video sequences of 720x576
resolution, twice for each sequence, giving a total of 10
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measurements for each case. Averaged results were
presented on charts. Standard deviations of each sample
were marked in the form of vertical bars at the average
values.

A.Concurrent frame processing

Kaskada platform enables distributing consecutive
frames of a video stream to different processors. In this
way, multiple frames can processed concurrently, which
can be denoted as a frame-level paraldization. Figure 1
presents a sample service implementing this case. A
single node is desginated for distributing the frames
among computational tasks organized in a layer,
performing as separate instances of the algorithm. The
last node in this scenario gathers computed results a
generates the output of the service.

Fig.1 Digtributing a frame sequence to 4 computational tasks

The advantages of thistechnique are high versatility and
simplicity of implementation, since the mechanism is
independent of the paralelized agorithm, provided that
dependencies between frames are not considered.
Moreover, this solution allows to effectively utlise the
processors power and significantly reduce the overal
processing time. Extension to any number of processorsis
possible providing high scalability. Unfortunately, the
mechanism in no way reduces the processing time of a
single frame, so that the delay remains unchanged
comparing to sequential processing. The following charts
present results achieved accordingly to the number of
processorsin the processing layer.

Eeach of the algorithm achieved stable processing rate
growth. As expected, the delay remained unchanged,
yielding only dlight fluctuations.

Fig.2 Processing rate of frame-level parallelized al gorithms
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Fig.3 Delay of frame-level parallelized algorithms

B.Multithreading

Each computational task in the Kaskada platform is
actually a process that can be executed using multiple
threads. Since Galera's nodes are 8-core systems, it is a
reasonable choice to split the execution into 8 threads,
which could potentially result in 8 times speedup in ided
case. In practice, however, achieved speedup is usualy
much lower due to memory access conflicts and data
synchronization between threads. The advantage of this
solution is a possibility to shorten the single frame
processing time, at the same time reducing the delay.

Fig.4 Conception of multithreaded frame processing

Multithreading was implemented usng OpenMP
mechanism[7]. To accomplish this it was required to
identify time-consuming loops in the algorithms, which
should be paraldized. Therefore, execution time
measurements of particular stages of algorithm were
carried out, which indicated code regionsto be parallized.

The following charts present achieved results accordin-
gly to the number of processor used for multithreading.

Fig.5 Processing rate (top) and delay (bottom) of algorithms
paralldized using multithreading
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As expected, the method results in much lower
speedups than the previous one. While algorithms
BaopuLiland Kodogiannisl gained satisfactory speedup
with high efficiency, including shortenening the single
frame time, algorithms Magoulasl and Magoulas2 did not
show significant performance improvement. The reason
for this fact is the low capability of these algorithms for
parallelization implicated from large data dependencies.
The method therefore enables dight increase of pro-
cessing rate and reduction of introduced delay, but in the
case of less complex agorithms this technique may be
sufficient. It can be also succesfully pull together with
other methods like the previous concurrent frame
processing or pipeline processing.

C.Pipeline processing with multithreading

The most interesting parallelization technique offered
by the Kaskada platform is agorithm-level pipeline pro-
cessing. The algorithms are divided into functional blocks
to be executed by separate computational tasksin a form
of a pipeline. Independent blocks can be put in alayer for
concurrent execution. This allows to construct a service
arranged adequately to a logic scheme of the algorithm.
Therefore, each of the block can be distributed to
different Galera’s node and executed using multithread-
ing, which enables to utlise high number of processors.
Exemplary service implementing such scenario for the
algorithm BaopuLil is shown in Figure 6.

Fig.6 Conception of pipeline processing combined with
multithreading for BaopuLil algorithm

Pipeline processing assures increase of processing rate,
while concurrent execution of separate blocks, as well as
multithreading, shortensthe delay.

The charts show performance of agorithms measured
for 8 variants utilising from 1 to 8 processors in each
multithreaded node. Since the arrangement of the service
is different for each of the algorithm, also the ranges of
possibly used numbers of processors differ between them.
Algorithm Magoulasl was excluded from the test, since
it's gructure prevent efficient pipeline implementation.

BaopuLil algorithm showed relatively stable perfor-
mance growth with the increasing number of processors.
For 86 processors the processing rate exceeded 50, while
the delay dropped below 0.1s. Kodogiannisl algorithm
achieved best performance for 32 processors. Marginal
performance gain was achieved for the algorithm
Magoulas2.
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Fig.7 Processing rate (top) and delay (bottom) of algorithms
parallelized using pipeline model with multithreading

Presented pipeline processing method therefore requires
some sort of capabilty from the parallelized algorithm. In
return, very good performance can be achieved for well
divisible algorithms.

Conclusion

Performance achieved of the algorithms after parale
lization in Kaskada platform can be consdered satisfactory.
For the purpose of offline processing, paralldization on the
frame level showed best reaults, offering high processng
rate along with high speedup efficiency. For certain
algorithms, only a dightly lower efficiency was retained by
the pipeline processing method combined with
multithreading, which still remained high processng rate.
In addition, the method s gnificantly reduced a single frame
processng time, and thus the introduced delay.
Condluding, peraldization capabilities of Kaskada
platform enabled consderable performance gain for the
investigated algorithms. The presented medical recognition

algorithms suffered from high computational complexity,
resulting in long execution time. Utilising computational
power of Galera supercomputer, Kaskada platform
accelerated al the algorithms to perform fairly well in
offline processing mode, providing efficient speedup with
increasing number of processors. For suffiiciently
divishle algorithms, aso online processing became
possible by utilising pipeline processing supported by
multithreading.
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