
TCSET'2012, February 21–24, 2012, Lviv-Slavske, Ukraine 
 

Coherent Estimation of Probabilistic Characteristics for 
Periodically Correlated Random Processes In the Case of 

Preliminary Determination of Period 
Igor Javorskyj, Roman Yuzefovych, Igor Kravets, Ivan Matsko 
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for periodically correlated random processes in the case of unknown 
period are analyzed. Shown that these estimators are asymptotically 
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I. INTRODUCTION 
 In order to use traditional methods for estimation of 
probabilistic characteristics for periodically correlated 
random processes (PCRP) – coherent [1], component [2], 
least squares method [3], linear filtration method [4] the 
value of period of correlation is required. For period 
determination may use modified in some way coherent and 
component statistics. Such functionals Such functionals have 
extremes at the points, which are close to truth value of 
period in asymptotic. So the problem of period determination 
is led to searching for points of extremes for these 
functionals. 

II. PERIOD DETERMINATION 
 This paper dedicated to analysis of influence of preliminary 
determination of period on properties of coherent estimator of 
mean. That estimator in the case of unknown period defines as  
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where ( )ˆx T−δ  – delta-function and suppose that period we 

estimate using functional 
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here 2=τω π τ , τ  – test period. Mean of functional (2) has a 
form 
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Let represent mean as a sum of deterministic and fluctuating 
parts ( ) ( ) ( )ˆ c

l l lm S N= +τ τ τ , where ( )lN τ  – fluctuating 

part. The period estimator T̂  we search as a extreme point of 
statistic ˆ c

lm , i.e. as solution of nonlinear equation: 
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lE N T    – mean-square value of fluctuating part. 
Using small parameter method to (3) compute in the first 

approximation period value and estimate mean of PRCP: 
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So for finite N  the estimator of PCRP’s mean in the case 
of preliminary determination of period of correlations using 
functional (2) is biased. Its bias and the variance are 
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The expression for estimator variance is very lengthy and 
because of it does not given here. 

Easy to bring that if condition 
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is satisfied then ( )ˆ 0m t →  ε  at N → ∞ . 
Similar results are obtained for the estimator of PCRP 

correlation function. 
III. CONCLUSION 

 In a formula for mean estimator are present additional 
components, which conditioned by preliminary period 
determination. It Should be note that bias and variance of 
mean estimator depend as on mean as on correlation function 
of PCRP. And if (4) is satisfied that estimator as a estimator 
of PCRP correlation function are consistent estimators. 
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